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Abstract

Image synthesis have been a trending task for the AI community in recent years. Many works have shown the potential of Generative Adversarial Networks (GANs) to deal with tasks such as text or audio to image synthesis. In particular, recent advances in deep learning using audio have inspired many works involving both visual and auditory information. In this work we propose a face synthesis method using audio and/or language representations as inputs. Furthermore, a dataset which relates speech utterances with a face and an identity has been built, fitting for other tasks apart from face synthesis such as speaker recognition or voice conversion.
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I. Introduction

We humans are capable to identify other people by their different traits. The simplest of those traits is probably the name, since we synthesize a person with just a single word. However, we can recognize other people even if we lack this information by using inputs received from the environment, that is, visual, auditory or even olfactory information. Furthermore, when we lack some of this traits we tend to imagine how they are. For example, when listening to music and hearing a high-pitched voice we tend to relate it to a female, and sometimes we even imagine the ethnicity just from the voice.

This work’s motivation is based on two facts. First, image generation has caught the attention of AI community during the latest years. Thanks to Variational Auto-Encoders (VAE) [1] and Generative Adversarial Networks (GAN) [2] we are now able to generate realistic synthetic images. Second, there is a large amount of data on the cloud of people talking in front of a camera, therefore we can relate a speech frame to a facial expression. Combining these two facts, in this work we aim to generate realistic images of faces using just auditory information. Following this motivation, the work itself is divided into two different blocks: a first one related to the data collection and a second one, with the generative image modeling.

Regarding to the data collection, we take advantage of the audiovisual content offered by the so-called youtubers, who usually use high quality recording hardware in suitable recording environments, which leads to a clean recording signal. After some pre-processing steps which are detailed in Section III, we use this data to train a generative model which takes as input raw speech frames and have as output images of faces. Moreover, we also explore different combinations of data domains as input for the network.

Until now, the typical solution to this kind of task was extracting an audio embedding and a representation of the target identity, normally features extracted from a CNN using as input a random image of the target, and decode the combination of both forming an image, as shown in Figure 1.

A. Project Goals and Requirements

Different goals have been defined in order to set a roadmap for the project:

- Collect data from youtubers’ videos to build a dataset of cropped faces with its associated speech.
- Explore different techniques to generate realistic images given its description.
- Explore different techniques to generate realistic images of faces given the name of the person.
- Explore different techniques to generate realistic images of faces given a speech frame.

Furthermore, some requirements have been specified:

- Use PyTorch as deep learning framework.
- Build the project using programming best practices in order to open-source it.
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B. Work Methodology

This work is the result of a collaboration of different research groups from Universitat Politcnic de Catalunya (UPC) and the Insight Centre for Data Analytics from the Dublin City University (DCU), having a regular weekly meeting to discuss decisions to be made. This meeting has been complemented with a weekly seminar with other students developing their bachelor, master or Ph.D thesis at GPI to present our research and discuss about topics related to them.

The project has been divided into different Work Packages (WP):
- WP1: State-of-the-art review
- WP2: Data collection
- WP3: Image generation from descriptions
- WP4: Faces generation given the name
- WP5: Faces generation given speech

A Gantt Diagram that describes the different tasks completed during the project is included in Figure 2.

C. Incidents and Modifications

During the planning period different risks that could obstruct the development of the project were considered. One of them was related to the large amount of data needed when dealing with deep learning methods and the fact that the dataset used is self-built. This work package has been the one that most attention has required, as after successfully building the dataset...
many issues appeared, such as corrupted images and/or speech frames, forcing us to spend more time than expected refining the dataset.

The other major risk considered was related to the inherent difficulty of the task, which forces us to follow a very disciplined schedule due to the limited time available. In that sense, this risk have been successfully avoided. However, we predicted that generating images from raw audio was going to be a more challenging task that doing it from the name, which has turned out to be the opposite. This has lead us to dedicate more time to WP4 than WP5.

II. RELATED WORK

In the recent years the community has put lots of efforts into generative models. This task mainly consists on the learning of a probability distribution from your data to be able to create new samples. Currently, the most common way to solve this problem is to define a random variable $Z$ and feed it into some kind of neural network to directly generate new samples which should follow similar distributions to the real data. Thanks to this approach, we can represent distributions confined to a low-dimensional manifold. Examples of these networks are VAEs [1] and GANs [2]. Here, different cross-modal generative models are presented.

A. Background

As mentioned earlier, Generative Adversarial Networks are a generative method that learns to map samples $z$ from a prior distribution $Z$ to samples $x$ from another distribution $X$.

This method consists on two networks: a generator $G$, that learns the mapping between distributions, and a discriminator $D$, that learns to detect whether a sample is real or fake. This means that the discriminator must classify the samples coming from $X$ as real, while the samples coming from $G$ as fake, while the generator tries to fool the discriminator. This adversarial learning is formulated as a minmax game which tries to optimize the following objective:

$$\min_G \max_D V(D,G) = \mathbb{E}_{x \sim p_{\text{data}}(x)} [\log D(x)] + \mathbb{E}_{z \sim p_z(z)} [\log (1 - D(G(z)))]$$

From this main idea some other variations have been proposed which improve the quality of the inferred samples. An example of those are Least Square GAN’s (LS-GAN), which replace the cross-entropy loss function by the least-square function, avoiding the vanishing gradient problem. [3] Other examples are Wasserstein GAN (W-GAN), which offers more stability during training and defines a meaningful loss function for the discriminator [4] or the Boundary-Equilibrium GAN (BEGAN), that proposes a new equilibrium enforcing method by making use of a loss derived from the Wasserstein distance. [5]

B. Language and Vision

When it comes to the combination of natural language and vision together with generative models, the obvious task that comes into our minds is to generate realistic images from a caption of them. The applications that could benefit from such technology cover a wide range of fields, from civil security to animation generation. Thanks to the latest advances in natural language feature representation and image generation this is now a reality.

In 2016, Reed et. al. proposed a text-to-image synthesis method based on GAN’s and joint embeddings which was able to generate realistic images of birds and flowers given its descriptions [6]. A diagram of the model can be seen in Figure 3.

Their approach is based on feeding a Deep Convolutional Generative Adversarial Network (DC-GAN) with an embedded representation of the text description. To achieve this they use deep convolutional and recurrent encoders that learn a correspondence between image and text in the generator.

![Diagram of Reed et.al.’s approach for text to image generation, using a combination of joint embeddings with DC-GAN.](image-url)
Once obtained the text embedding, they project it into a lower dimensional space and concatenate it with the noise prior $z$, which follows a normal distribution such that $z \in \mathbb{R}^Z \sim \mathcal{N}(0, 1)$. Then, the result of the concatenation is passed through a standard deconvolutional neural network that produces a fake image, using batch normalization in all the layers.

On the discriminator side, they input the generated/real image into several convolutional layers until the feature map spatial dimension obtained is 4x4, to then replicate the description embedding spatially and perform a depth concatenation. Then, a $4 \times 4$ convolution is done to obtain the discriminator score. As well as in the generator, they use batch normalization for each layer.

Furthermore, in order to improve the learning dynamics of the network, they use a training algorithm called matching aware discriminator based on the fact that it does not only have to distinguish between real and fake samples, but also needs to identify as fake those realistic images that do not match with the description. In order to deal with that, they train the discriminator with pairs of (real image, real description), (fake image, real description) and (real image, wrong description).

This last pair can be produced just by associating a random image of the dataset with a description associated to another image, or by a manifold interpolation. This second approach is useful to generate large amount of additional text embeddings with no additional labeling cost due to the lack of need of having a correspondence with an actual human written text.

Reed’s method roughly reflects the semantic meaning of the input text description, but it fails in reflecting the object details. However, in 2017 Zhang et al. propose Stacked Generative Adversarial Networks (StackGAN’s) to synthesize high-quality realistic images from their caption [7].

Their approach decomposes the image generation process into two different stages, in analogy to how human painters draw:

- Stage I: where it generates the basic shapes and colors and draws a background layout, resulting on a low-resolution image.
- Stage II: where it corrects defects of the result of Stage I and adds more details on the generated image by reading again the text embedded representation, resulting on a high-resolution image.

The Stage II block of this method is designed using an encoder-decoder architecture, which is fed using the $64 \times 64$ generated images from the Stage I and the text embedding representation trained also in previous module. The text embedding is concatenated along the channel dimension with the latent vector and, then, they upsample the feature vector to obtain a $256 \times 256$ generated image.

C. Speech and Vision

With the success of generative models with other modalities, combining vision and speech in the context of generative methods has quickly attracted attention from the community, either generating speech from a video or vice versa.

In 2017, Ephrat et al. proposed a method for speech reconstruction from silent videos [8], achieving to infer speech from human facial movements.

Their method also follows an encoder-decoder architecture. It consists on two CNN branches called towers, a first one fed with grayscale images of cropped faces and the second one with the optical flow between frames of the given sequence. An embedding is created by concatenating the outputs of each tower. The decoder is formed by fully connected layers which output mel-scale spectrogram, and a post-processing network which outputs linear-scale spectrogram. Ephrat’s method is an example of speech inference given a sequence of image frames, but latest research has shown that is also possible to generate realistic images given a frame of speech. One of the first approaches to solve this task was proposed by Chung et al., who presented a method for generating a video of a talking face.[9] Their method take as input the Mel-frequency cepstral coefficients (MFCC) of a frame of speech of the target speaker (audio) and an image of him/her (identity), and as output an image synchronized with the speech. They used deep convolutional networks for each of the modules of Figure 1.
Similarly to them, Suwajanakorn et al. synthesized high quality video of President Barack Obama. [10] However, they did not generate faces, but images of lips instead, achieving synchronization between speech and the inferred mouth articulations. In order to do it, they decompose the problem in two different steps: firstly a mapping from audio features (MFCC) to sparse shape coefficients, using an LSTM, and a second one to map the mouth shape to the texture.

Chen et al. also explored several methods to synthesize images from sound. [11] Their main approach is summarized in Figure 4. To build the sound encoder they tested different sound representations, achieving best results using Log-Amplitude of Mel Spectrum (LMS), and fed a CNN with them. They projected the resulting sound embedding into a lower dimensional space and concatenated it with the random noise. The rest of the network followed the same architecture as in [6].

D. Adversarial Learning using Raw Audio

In the previous modules there have been shown different examples of generative methods using audio and images. Nevertheless, all of them were in need of an audio feature extraction before feeding the data to the network. This clearly could limit the network’s learning, as we are manually extracting information from the audio.

In contrast, Pascual et al. proposed a method for speech enhancement in which they do not work on the spectral domain, but at the waveform level instead. [12] That means, no hand-crafted features were used to train the network.

In this method, the generator consists on an encoder-decoder architecture, both of them fully convolutional, and is trained end-to-end. Furthermore, it learns from different speakers and noise types using a single parametrization, reason why it is suitable for generalization in those dimensions.

III. Dataset

As mentioned in Section I, the data used in this work was taken from YouTube. However, before addressing the data collection task, some other public datasets were considered but discarded because they did not exactly fit our needs. Some examples are the Lip Reading sentences [13], which contains thousands of spoken sentences from BBC, and Lip Reading in the wild [14], which contains 1000 utterances of 500 words from many different speakers. Any of these datasets suit to our needs as none of them contain clean audio and we can relate it to an identity.

Nevertheless, it exists a large-scale speaker identification dataset called VoxCeleb [15] that offers 100k utterances of more than 1000 celebrities, all of them extracted from videos uploaded to YouTube. This dataset seemed to work for our task, although the speech captured was sometimes too noisy for our purpose.

On the other hand, we are now seeing how the youtuber phenomenon is growing more and more, reaching in many cases even more spectators than very popular TV shows. This new lifestyle requires from having good quality recording hardware and a well-equipped studio, therefore the audio captured is normally very clean. Moreover, youtubers need to attract viewers attention, and they usually do it by overacting a lot. This means that they offer a wide range of expressions, as in the same video they can be laughing, crying or screaming, and, therefore, with such data we can potentially model better how facial expressions are according to a frame of speech.

A. Data Collection

This section describes the procedure of the data collection module, from the video downloading to all of the preprocessing steps applied to the audio signals and the video frames. A high level representation of this block is shown in Figure 5.

- YouTubers Collection: A list of 62 different Spanish speaker youtubers was built, consisting on 29 males and 33 females from different ethnicities and accents. Then, the last 15 videos uploaded to the channel of each of them was directly downloaded from YouTube, together with its synchronized audio.

![Fig. 5. High level representation of the data collection and preparation module.](image)
The downloaded audio was in Advance Audio Coding (AAC) format at 44100 Hz and stereo. It was converted to WAV, as well as sampled to 16 KHz with 16 bits per sample and converted to a mono signal.

Face Detection: In order to perform the detection task, a Haar Feature-based Cascade Classifier \([16]\) was used, using pre-trained frontal face features. As we want to relate an audio frame with a single face, we prevent the method from having false positives by taking only the most confident detection for each frame. From each detection are saved the bounding box coordinates, an image of the cropped face in BGR format, the full frame and a 4 seconds length speech frame, which encompasses 2 seconds ahead and behind the given frame. Moreover, we keep an identity (name) for each sample, being able to distinguish between speakers.

Audio overlapping: Whenever it has been possible, that is, whenever there have been detected faces in consecutive frames, it has been applied an overlapping of 2 seconds between speech frames.

Image preprocessing: All images, before starting working with them, have been normalized and resized to 64x64.

Speech frames preprocessing: Each speech frame has been normalized between -1 and 1 as well. Moreover, there has been applied a pre-emphasis step to increase the amplitude of the higher frequency bands while decreasing the amplitude of the lower ones, as higher frequencies are more important for signal disambiguation.

The resulting dataset contains 42199 different samples from 62 different identities, which corresponds to approximately 47 hours of speech.

### IV. Method

In this section all the different models tested will be detailed, beginning with the changes applied to our baseline mode, and ending with our final speech to image synthesis model.

#### A. Generative Adversarial Networks

For the development of this project many different GANs have been used in order to compare the quality of the generated results. In particular, there have been explored three different networks for image generation.

One of those GAN’s tested is the Least-Squares Generative Adversarial Networks (LS-GAN), which adopts the least-squares loss function for the discriminator instead of the sigmoid cross-entropy that may lead to the vanishing gradients problem during the learning process. In other words, an LS-GAN differs from a typical GAN in the loss function to optimize:

\[
\max_D V(D) = \frac{1}{2} \mathbb{E}_{x \sim p_{\text{data}}(x)} [(D(x) - b)^2] + \frac{1}{2} \mathbb{E}_{z \sim p_z(z)} [(D(G(z)) - c)^2]
\]

\[
\min_G V(G) = \frac{1}{2} \mathbb{E}_{z \sim p_z(z)} [(D(G(z)) - c)^2]
\]

Where \(a\) and \(b\) are the labels for fake data and real data respectively and \(c\) denotes the value that \(G\) wants \(D\) to believe for fake data. The authors show that minimizing Equation 2 yields minimizing the Pearson \(\gamma^2\) divergence between \(p_{\text{data}} + p_g\) and \(2p_g\) if \(b - c = 1\) and \(b - a = 2\), where \(p_{\text{data}}\) and \(p_g\) are the probability distribution of the real and the fake data respectively. Another method is to force \(G\) to generate samples as close to the real data by setting \(c = b\). Experimental results show that both approaches have similar performances and that LS-GANs generate higher quality images than regular GANs.

Another generative model explored was the Wasserstein GAN (W-GAN), which minimizes the Wasserstein Distance or Earth-Mover Distance (EM distance), based on the idea to move a probability distribution towards another distribution:

\[
W(p_d, p_g) = \inf_{\gamma \sim \Pi(p_d, p_g)} \mathbb{E}_{(x, y) \sim \gamma} [||x - y||]
\]

Where \(p_d\) stands for \(p_{\text{data}}\) for simplicity. In equation 3, \(\gamma \in \Pi(p_d, p_g)\) is the set of all join distributions of \(p_d\) and \(p_g\), the "total amount of probability moved" is \(\mathbb{E}_{(x, y) \sim \gamma} [||x - y||]\) and the distance is \(||x - y||\). The final EM distance corresponds to the set of joint distributions with the lowest cost.

#### Table I

Summary of the dataset making a breakdown based on the sex of the speakers. Resulting dataset contains approximately 47 hours of speech.

<table>
<thead>
<tr>
<th>Sex</th>
<th>Speakers</th>
<th>Faces</th>
<th>Speech (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>29</td>
<td>26299</td>
<td>105196</td>
</tr>
<tr>
<td>Female</td>
<td>33</td>
<td>15900</td>
<td>63600</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>62</strong></td>
<td><strong>42199</strong></td>
<td><strong>168796</strong></td>
</tr>
</tbody>
</table>
However, it is unfeasible to consider all the possible joint distributions in order to calculate the cost. Instead, the authors propose a transformation of the formula based on Kantorovich-Rubinstein duality [17]:

$$W(p_d, p_g) = \frac{1}{K} \sup_{\|f\|_L \leq K} |E_{x \sim p_d}[f(x)] - E_{x \sim p_g}[f(x)]|$$  \hspace{1cm} (4)

Where $f$ is a mapping function which should be K-Lipschitz continuous. As the loss function decreases during training, the Wasserstein distance gets smaller and the generator models output is closer to the real data distribution. A big issue is to keep the continuity of $f$ along the training process. In order to achieve that, after every gradient update weights are clipped to a small fixed range resulting in a compact parameter space.

A third image generative model explored was the Auxiliary Classifier GAN (AC-GAN) [18], which employs a label conditioning, so that every generated sample has a corresponding class label that must satisfy. The generator uses both the class label and the noise prior to produce new samples while the discriminator evaluates the probability distribution over the generated samples and their class labels. Therefore, an additional objective function must be added to our cost: the log-likelihood of the correct class. Then, the discriminator is trained to maximize $L_C + L_S$ and the generator to maximize $L_C - L_S$, where $L_C$ corresponds to the log-likelihood of the correct class and $L_S$ to the log-likelihood of the correct source (fake/real).

B. Text-to-Image Synthesis

In Section II-B has been explained a method proposed by Reed et. al. that synthesize images of flowers and birds given a textual description of them by using a LS-GAN [6]. This method was not tested with faces as there is not any available dataset that relates textual descriptions with face images.

In their approach, they use as loss function for the discriminator a binary cross entropy (BCE) as the last layer they use is a sigmoid, as they try to classify if a sample is real or fake. Instead, as mentioned in Section IV-A, we can directly evaluate the outputs of the last layer using a Mean Square Error (MSE) by removing the sigmoid function at the end of the network, achieving a more stable training and improved results. In the case of the generator, as its loss value directly depends on the discriminator’s loss, it is also altered.

In this case, we used the default configuration proposed by the authors (Adam optimizer with a learning rate of 0.0002) and kept batch normalization in all the layers of the generator and the discriminator.

C. Name-to-Image Synthesis

Taking the previous model as baseline, we replaced the input textual embedding by a one-hot vector representing the name (identity) of each of the you tubers. For this particular problem, W-GAN, LS-GAN and AC-GAN were tested and several methods were explored within the framework of how to work with a one-hot vector as an identity descriptor in a generative model.

![Diagram of the name-to-image synthesis method. Orange blocks stand for the one-hot vector representation. In the case of the projection it produces a 128 representation, while when concatenating the one-hot vector is repeated and padded with zeros to keep dimensionality untouched. Red blocks stand for the noise prior, of size 100, while pink blocks represent convolutional/deconvolutional blocks.](image)

Fig. 6. Diagram of the name-to-image synthesis method. Orange blocks stand for the one-hot vector representation. In the case of the projection it produces a 128 representation, while when concatenating the one-hot vector is repeated and padded with zeros to keep dimensionality untouched. Red blocks stand for the noise prior, of size 100, while pink blocks represent convolutional/deconvolutional blocks.
Fig. 7. Diagram of the name-to-image synthesis method using AC-GAN. Instead of introducing the one-hot vector into the discriminator the identity is learned through an auxiliary classifier. The softmax contains as units as youubers the dataset has plus an additional which stands for the samples which are fake.

Fig. 8. Diagram of the speech-to-image synthesis method. Orange blocks stand for the audio embedding vector of size 128, red blocks stand for the noise prior, of size 100, while pink blocks represent convolutional/deconvolutional blocks.

One first approach is to concatenate the one-hot vector to the noise along the channel dimension to feed them to the generator, while in the discriminator’s side the vector must be repeated along the spatial dimension to later concatenate it with the along the channel dimension.

Another approach is to project the one-hot vector to the same dimensionality of the text embeddings that we were using in the text-to-image synthesis task, and then repeat the procedure of the simple concatenation. Note that in this case we can train the projection both in the generator and the discriminator or, instead, just train it in the generator and, through a skip connection, use this projection in the discriminator.

One of the main issues when training a GAN is the instability of the discriminator. In [19] Miyato et. al. propose a new method called spectral normalization, which performs normalization at each layer by using the largest singular value of the weight matrix W. However, they do not apply singular value decomposition at each round of the algorithm, as it could become computationally heavy. Instead, they use the power iteration method which introduces a very small additional computational time [21].
For this method all batch normalization layers were removed from the discriminator while replaced in the generator by spectral normalization layers, and the learning rate of the Adam optimizer was set to 0.0004 in the discriminator and to 0.0001 in the generator, as suggested in [20] by Zhang et. al.

D. Speech-to-Image Synthesis

The main goal of this work was to synthesize images of faces given a frame of speech. In order to do that, the model built is also based on Reed’s et. al. method, but generating the speech embedding with the discriminator module of SEGAN.

In this case, we built SEGAN using 6 discriminator blocks of sizes 64, 128, 256, 512, 1024 and 1024 respectively. The kernel size for all of these blocks was set to 15 and batch normalization was kept. We applied a pooling of 4 to avoid having lots of layers. Note also that SEGAN is only trained in the generator and the resulting embedding is also used in the discriminator. As well as in the previous case, there are no batch normalization layers in the discriminator and in the generator is used spectral normalization instead.

Two different alternatives were explored when dealing with this task: a first one using as input just the speech utterance and a second one feeding the network also with the one-hot vector representing the name, in which they are combined using the same procedure as in Section IV-C.

V. Experiments and Results

Along section IV some specific hyperparameter and model configurations have been specified. In this section we aim to discuss the effect of those in the context of face generation.

As explained in Section IV-C, one of these experiments was comparing different ways to input de one-hot vector into the generator: directly concatenating it to the noise prior or previous to the concatenation apply a projection to expand the one-hot vector dimensionality.

Results obtained from both methods show how the identity of the generated image is correct, although the generator experience mode collapse as for each identity only one image is being formed. Regarding to the image quality obtained, we see how projecting the one-hot vector there are more details on the images although in many cases faces are not realistic. On the other hand, concatenating directly the identity representation we obtained more realistic results but considerably blurred (Figure 9).

![Linear Projection and Concatenation](image.png)

Fig. 9. Comparison of random results generated using the linear projection and concatenation methods with a LS-GAN in the name-to-face synthesis task.

Considering that the LS-GAN was experiencing mode collapse, other generative models were explored like the W-GAN and the AC-GAN. In the case of the first one, generated results were very unrealistic and completely random, not being able to learn the identity. On the other hand, with the AC-GAN, identities were correctly predicted but images were very noisy and, moreover, the network was collapsing to the mode as well (Figures 10 and 11).

Therefore, other methods needed to be explored in order to avoid mode collapse. One of the firsts experiments done was removing batch normalization layers in the discriminator and replace them in the discriminator by spectral normalization. This modification did not have any effect on the mode collapse issue. However, results obtained improved as some noise is erased from the generated images (Figure 12).

Another approach to deal with it was to aggregate gaussian noise to the one-hot vector. Again, this procedure was applied to both methods: linear projection and concatenation. Results show that this method can only be applied using an embedding representation, as when aggregating the noise directly to the one-hot vector the network only predicted one image for all of the
Fig. 10. Comparison of random results generated using the linear projection and concatenation methods with the WGAN and the LSGAN in the name-to-image synthesis task.

Fig. 11. Comparison of random results generated using LS-GAN and AC-GAN in the name-to-image synthesis task.

Fig. 12. Comparison of random results generated using batch normalization and spectral normalization in the generator of a LS-GAN in the context of name-to-image synthesis.
people regardless of the identity. Nevertheless, this method did not work to solve the mode collapse issue and the generated images were of worse quality with respect to the ones obtained without the noise addition.

The learning rate value of both the discriminator and generator were also changed to 0.0004 and 0.0001 respectively. Again, this modification did not help with the mode collapse but results obtained improved substantially, as the blurriness disappear (Figure 13).

Finally, the weights of the first convolutional layer were checked and showed how the network was omitting the noise prior information, as the values were very close to zero and more than 3 orders of magnitude lower than the ones associated to the one-hot vector. That means that the noise prior is being ignored by the network and, instead, as suggested in [22], stochasticity in the generated results can be achieved by introducing controlled dropouts after each convolutional layer of the generator except the last one, with the cost of having worse image quality. However, differences between samples are very subtle. (Figure 14).

Once solved the name-to-face synthesis task, we moved forward towards working with speech utterances. In this case, a couple of methods were tested. Firstly, a combination of the one-hot vector and the speech embedding obtained from SEGAN, and another one using only auditory information. Both methods obtained very similar results, as predicted faces are very realistic during training time and by adding controlled dropouts stochasticity is introduced, although it affects in subtle details (Figure 15). Nevertheless, the model is not able to generalize to speech utterances not present in the dataset nor to external speakers, as the method produces random results working under these scenarios.

In order to compare the results with the most typical solutions, which consist on using handcrafted features instead of working at the waveform level, we extracted the Mel Spectrogram for each of the utterances and extracted an embedded representation using SEGAN in order to reduce its dimensionality. It was used a FFT window size of 512 with a hop size of 128. However, using Mel Spectograms the model was not able to learn the identity of the speakers.
### A. Quantitative Results

Evaluation of image generative models has been a significant challenge for the community, as defining an appropriate performance measure is complex.

One approach which achieves that is the Inception Score [23] (IS), which correlates the image quality with the human perception. To calculate this score, generated images must be fed into an Inception model trained on ImageNet [24] to obtain the conditional distribution of an image given a label. This distribution should have low entropy energy, as the output should mostly be focused on one label. On the other hand, the entropy of the marginal distribution over all the different images should be high (high variance over the images), as we expect to have stochasticity in the outputs of the network. Combining these two requirements, Salimans et. al. define a compact metric (Equation 5, where $x$ represents an image and $y$ is the label).

$$\exp \mathbb{E}_x KL(p(y|x)|p(y))$$

Tables II and III show the results obtained for different experiments. These results allow us to compare between models and ratify our extracted conclusions after observing qualitatively the outputs. First thing to notice is that, despite qualitative results show that many samples are pretty unrealistic when using a linear projection instead of directly concatenating the one-hot representation, the score obtained for this model is higher. However, note that the standard deviation of the scores with this method is a lot higher than the other experiments. As stated in [25], this could be happening because IS only consider the distributions of the generated samples, ignoring real data, reason why it may favor models that simply learn sharp images. That means that blurriness is very penalized in this score, although qualitatively all results are acceptable.

Another aspect to remark is the increasing of image quality after replacing batch normalization by spectral normalization and changing the learning rate values for the ones applied in [20]. Again, this matches with the explanation above, as doing this changes we achieved to remove the blurriness. Our observation that the introduction of controlled dropouts decreases image quality is ratified by this measure, as the score decreases by 0.4 in average.

Regarding to the speech-to-face results we observe how results using just the waveform or adding the one-hot vector are very similar. Again, stochasticity can be barely achieved but with the cost of losing image quality.

Note that during this section always we have referred the IS as an image quality evaluation method. This means that models could achieve higher score than others while producing unrealistic samples which do not follow real data distribution. Moreover, this metric favors models that memorizes training samples (unable to penalize overfitting) and it is agnostic to mode collapse.

Therefore, other evaluation methods could have been considered, such as the Frechet Inception Distance (FID), in which real data is also considered [26]. In this technique some intermediate features from an Inception network are extracted and modeled as a multivariate Gaussian distribution. However, due to time limitations and resources constraints this measure has not been computed at writing time.

### VI. Conclusions

In this work several cross-modal generative models have been explored. We have shown how using a non-strong identity descriptor like could be the name (one-hot vector) models tend to collapse, only achieving stochasticity in the generated samples by introducing controlled dropouts in the generator. Nevertheless, variations between samples are minor, normally involving little changes in the mouth, the eyes or details of the background.
On the other hand, when using speech information, samples generated are more realistic. Stochasticity for a certain utterance must also be introduced by controlled dropouts. However, the model only recognizes the identity with known utterances, as no generalization has been achieved.

This lack of generalization could happen due to many facts. Probably adding more data to the dataset, as well as leaving the training last more epochs would help to accomplish better generalization. Another option could be training the audio encoder network with a speaker recognition task to extract a meaningful audio embedding to use as input for our generative model. Applying the matching aware discriminator algorithm explained in Section II-B could also be an option. Nevertheless, despite this issues, we show the potential of image generative models from auditory information.

Some quantitative results have been computed. However, Inception Score method do not offer a good performance evaluation in term of realism of the results, but it does in terms of image quality instead. Moreover, as it has been used a self built dataset, comparison with any state of the art method is difficult with this measure. The model could have been tested on other datasets such as VoxCeleb, as mentioned in Section III, but this dataset have some inherent challenges regarding to speech analysis not applicable to this task at current status.

Besides of all the generative experiments, a dataset built from content uploaded by you tubers have been proposed. Normally you tubers’ videos have clean speech signals and a wide range of emotions are expressed by them because they need to overact to attract audience. The resulting dataset can be applied to many tasks, such as face or speaker recognition, voice conversion or synthesis problems. As a future work it is planned to remove false positives from the dataset and expand the dataset in terms of number of identities and amount of data for each of them.
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