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CNN classification models trained on millions of labeled images have been proven to encode “general
purpose” descriptors in their intermediate layers. These descriptors are useful for a diverse range
of computer vision problems [1]. However, the target task of these models is substantially different
to the instance search task. While classification is concerned with distinguishing between different
classes, instance search is concerned with identifying concrete instances of a particular class.

In this work we propose an unsupervised approach to finetune a model for similarity learning [2]. For
that, we combine two different search engines: one based on off-the-shelf CNN features, and another
one on the popular SIFT features. As shown in the figure below, we observe that the information of
pre-trained CNN representations and SIFT is in most of the cases complementary, which allows the
generation of high quality rank lists. The fusion of the two rankings is used to generate training data
for a particular dataset. A pseudo-relevance feedback strategy [3] is used for sampling images from
rankings, considering the top images as positive examples of a particular instance and middle-low
ranked images as negative examples.

Figure 1: A logo instance query (left) and a whale toy instance query (right). On the right of each query, the
top five retrieved images for a SIFT-based system (first row), and a CNN-based system (second row). SIFT
appears to be superior in planar textured instances such as logos. CNN appear superior on textureless instances
such as the whale toy, where color is one of the most discriminative features.

Preliminary results (table below) show that CNN representations fine-tuned with the proposed
scheme significantly improve their performance within a particular domain at the cost of losing their
generalization. Future work will explore large training datasets to improve the generalization of the
fine-tuned model.

Table 1: Mean Average Precision (mAP) of off-the-shelf and fine-tuned models using Oxford images as training
set.

Oxford Paris

Off-the-shelf CNN 0.480 0.698
Fine-tuned CNN 0.733 0.247
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