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Abstract—The main objective of this project is to implement a
new way to compute saliency maps and to locate amject in an
image by using a brain-computer interface. To achiee this, the
project is centered in designing the proper way talisplay the
different parts of the images to the users in such way that they
generate measurable reactions. Once an image windag/shown,
the objective is to compute a score based on the BEactivity and
compare its result with the current automatic methals to
estimate saliency maps. Also, the aim of this worls to use the
EEG map as a seed for another segmentation algorith that will
extract the object from the background in an imageThis study
provides evidence that BCI are useful to find thedcation of the
objects in a simple images via straightforward EEGanalysis and
this represents the starting point to locate objest in more
complex images.

Index  Terms—  Brain-computer interfaces (BCl),
Eelectroencephalography (EEG), segmentation, saliep map,
rapid serial visual presentation (RSVP)

I. MOTIVATION

the user is just asked to look at the presentatiodifferent
image blocks. This way, s/he would be releasecgflkind of
manual task like drawing a box around the objedhtafrest or
drawing scribbles on the object and the backgrd@hdn this
work, the semi-supervised segmentation algorithrii e
seeded directly by the reaction of the brain.

. RELATEDWORK

Previous works combining Brain Computer Interfa¢B€l)

and computer vision [3][4][5] have been mainly feed in
image retrieval and object detection. In these wotke way
to present the images follows thlmdball paradigm This
approach consists in presenting a "target" imagevden a
large amount of "distractor" images in a Rapid &eviisual
Presentation (RSVP). The images are presentedhighaate,
around 10Hz, in such a way that a specific sigratartheir
EEG signals is produced when the user sees thet tangges
(or rare stimulus). This signature is known as P&@fe and
it is a kind of Event-Related Potential (ERP) retato the
process of the recognition of a specific visuainstus. The

HIS paper presents a final report on a projecthim t Wave consists mainly in a positive peak in the Biye after

I School of Electronic Engineering carried out ag péar

300ms following the visual stimulus.

an Erasmus program in the research center CLARITY

at DCU. The work consists of exploring what infotioa it is
possible to extract from a Brain Computer InterfdBe&l)
during a local exploration of an image containimgadject of
interest. Specifically, the project has a doublegppse: on one
hand, the work is focused on finding out if BCI d®s are
useful to estimate visual saliency maps. On therdtland, the
aim is to use EEG signals to extract the locatiban object
in the whole image and perform its segmentation.

Visual saliency maps automatically estimate whiegions in
the image mostly attract the attention of the u3érey are
computed by the intrinsic features of the imagenhsas color,
texture, orientation, intensity, etc. The purpo§¢hs work is
to compute these kind of maps based directly onbitaén
response of the user, instead of applying compuigon
techniques on the image. A similar purpose has bealized
in other works with eye tracker devices [1], andas shown a
correlation between the saliency maps and the atigpe of
the image by the user. However, BCI devices havebeen

The oddball paradigm
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Fig. 1 llustration of the oddball paradigm. TheédP3vave appears in the EEG
data acquired 300ms after the target image.

Two previous works of a BCI system applied to image
retrieval and detection were presented by Wang9qQR[g) and

Healy (2011) [4]. In both cases the authors perfarRSVP at
10 Hz of images from known datasets (Caltech an®IAL
respectively) to detect those images in which aifipeobject

appears. It is remarkable that in Wang's paperuger is not
asked to press any additional button when a tdmgage is

seen.

used to compute these maps to the best of the rathorhe main reference for this project was from Bigeghamlo

knowledge.

Concerning the segmentation, the system would bewa

(2008) [5], where satellite images are explored lbgal
windows to detect which of them contain airplanes.
Nevertheless, such work differs from the goal a$ tork,

interaction mechanism to segment an image, wheee tWwhere objects may be distributed in multiple adjace

“interaction” would be reduced to the minimum exsgsien:

windows. This project targets a challenging appndagecause
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it focuses on target windows instead of target iesagdrhis 1- The movement of the window around the screen

means that the object of interest may be partintijuded in a forced the users tanove the eyesduring the

window. It is possible that the size ratio betweke object presentation and it is known that this generates

part and the window will influence the associateBGE artifacts on the acquired EEG signal.

response. 2- The progressive explorationof the image may not

generate any useful response in the EEG waves due
lIl. LOCAL EXPLORATIONOFTHE IMAGE to the fact that the brain mainly reacts to abrupt
. changes.

A. Input EEG Device. 3- Due to the size of the objects of the images sedect

The EEG device used in this project is the KT886&,0the the amount of target windows was too high

same one used in [4]. The sampling rate is 100Hzddfers another issue that may hamper the triggering of any

16 channels of acquisition. Both of these featuaes low useful reaction in the brain.

resolution compared to other studies [3][5], whiodicates 4- The way to synchronizethe time of the visual

that this research exploits basic low-cost acdqoisit stimulus and the EEG activity may generate

equipment. In addition, it was decided to adopt eaen misalignements due to possible delays between the

simpler configuration, by just considering the 8awhels script for the presentation and the one for the

located mainly at the bottom of the head. Thesambla were acquisition.

chosen because this area is the most sensitive3@D P

detection.

D. Second Design: Random RSVP at local scale bas#teon
SNAP interface.

B. .Sl|d|ng VYmdow Interface ) In order to fix the problems of the Sliding Winddmterface, a
A first version of the interface to present the g@a was second design based in the Simulation and Neuruseie
developed from scratch in Python. It consisted ek mask Application Platform (SNAP) developed in the Swabenter

that covered the entire image except one squaierreghe for Computational Neuroscientwas adapted to the purpose
presentation was the movement of this window actbss of this project.

image with a continued scan: the window startethin top-
left corner of the image and moved to the right. eWht The new implementation consisted in cropping thages in
arrived to the border, it moved down the size & Window, the different windows to later display the windowrs a

and started the inspection to the left. This movemeas random order following the RSVP approach at 10Hz of
repeated until all the regions of the image wemsh frequency.

Lo Jul ] |

s o)

) - . ) Fig 3 On the left, windows cropped from one imablee(windows containing
Fig 2 Screen shot of the Sliding window interface. the flower are considered the target windows, éis¢ are the distractor
windows). On the right, screen shot of the SNARriiaice adapted: All the
The time reference of the local computer and thgitiom of windows of the image are displayed in the samedfp@sition in a random
the window in the image is recorded during the gméstion. order.
Simultaneously the EEG activity of 8 channels isorded
relative to the local computer time, so it is pbksito
associate the brain reaction of the user to eashi@o in the

With the new implementation:
1- The window of the image was infixed position on
the screen, to avoid the movement of the eyes.

window. 2- The inspection of the image wesndom instead of
progressive.

C. Problems of the Sliding Window 3- We built a brand newcontrolled image dataset
After running the first experiment with one usedabtaining instead of theGrabcut dataset, previously used due to
only noise, we analyzed the possible problems witis its popularity in interactive segmentation work.eTh -
implementation. We held a videocall with two expeirt the new dataset consists in 32 natural photos wittr thei
neureosicence field: Thomas Ward and Nima Bidgégrslo, manually generated ground truth masks. Each image
one of the authors of [5], from the Center for Camagional presents a single salient object in a uniform
Neuroscience of San Diego. After the discussione th background. The main feature is that the size ef th
following drawbacks were identified: object is small compared to the size of the

*http://scen.ucsd.edu/
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background (around 15% of target window for eachveraging a large amount of reactions to the flashgy

image).

The best way to fix the problem of the

averaging, the high noise present in EEG signataigeled
and it is possible to see the ERP.

synchronization would have been using one of the

channels of the EEG device as a signal to mark whe __,
the visual events happen. But due to the extra tim +
that would be required to implement this, it was" ™ |

decided to keep the same method of
synchronization (same computer time for the visual
events and EEG acquisition) for the first trials.

With the changes 1) and 2) the approach became sioitar
to the oddball paradigm, because a few stimuli vpeesented
between a large amount of distractors. Neverthetbgsrate
of targets is still higher if it is compared withet 1% of target
images used in [3].

IV. EXPERIMENTAL SET-UP

After the review of the interface, the effort wascdsed in
trying to detect some "easy reactions" before nugtihe main
experiment. The reason was to make sure that thieedevas
working properly and the synchronization method wasd
enough to identify the visual stimuli with the braiesponse
from user.

A. Checking the electronics and synchronization:

1) Alpha waves

When the user has closed the eyes the dominantenegy of
the brain is around 8Hz-12Hz [7]. These kind of esare
known as alpha waves and they are easy to detentievthe
time domain. Visualizing these waves in real tinedobe any
experiment provides an easy way to make sure teaEEG
device is working properly.
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Fig 4. 5 seconds of closed and opened eyes. ThesWaok different in the
time domain, this fact becomes an easy way to clfi¢hk device is properly
connected.

2) Detecting ERPS from a series of flashes

When the user is exposed to abrupt visual charges,a
white flash after seeing a black screen, a sped&RP is
generated. The ERP associated to a flash presentsitive
peak 100ms (P100) after the flash stimuli, andegative
peak around the 150-200ms (N100). Related liteeatamd
discussions with Dr. Graham Healy and Dr. MichaelKe
suggested that a good way to find the ERP wave dasnby

Averaged ERP
Wavelorm

Time (ms)

Fig 5. Average technique to find the ERP resp%nse

Figure 6 is the average of 60 flashes presentesh&ouser.
The experiment consisted in presenting one flasth ea
seconds.

This study ensures correct synchronization of thgual
events. This test also indicated that the deteaifom specific
waveform requires the repetition of the same stisigdeveral
times, 60 times in this experiment.

This fact highlights that it would be probably nssary to
display multiple times the different windows of anage in
the final experiment to obtain a clear EEG wavefafrthe
brain reaction, at least, in the time domain.

Averaged ERP waveforn per channel
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Fig 6. ERP response found from on user after @héla. The lines represent
the average 1 second after the flash stimuli it @é¢he 8 considered
channels. The first positive peak for each sigaaharked in green (P100),
and the main negative peak (N100) is marked inTad.exact time values for
each channel and their average are also providimtitable near the figure.

3) Simplifying the images to the easiest case: Syinthet
images

The results obtained from the first trials weredevice that it
is possible to generate some detectable reactidheirbrain.

The next challenge was to test the presentatiorenseh
described in Section 1ll.D and how to process thptared
EEG signals. To reduce the complexity of the eixpent, the
collection of 32 real images was replaced by 4 fssfit

images where a geometric shape is fitted to a windieg 7)

%Figure extrated from https://uwaterloo.ca
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Fig 7. Synthetic image dataset and their grounith tmasks.

Each image has a resolution of 300x300 pixels aeg were
cropped into a 30x30 pixel windows, having an amaifri00

exemplars from the two classes, while Figure 9 spitite
overlap of all considered single trials.
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windows per image, where only one window is a targeFig 8. One second of EEG response of one of thengiisifor one single trial

window.

Using these images in the experiment allows inspecbf
each window more than once. Otherwise there wooldbe
enough target examples to train a classifier bexdlere is

only one target among the 100 windows per image.

addition, the results of detecting the ERPS of fthshes is
evidence that it is necessary to repeat severabstitine
stimulus to see a clear waveform.

V. SIGNAL PROCESSING OFEEGSIGNALS

1) The experiment

The experiment was run in the Faraday Cage of thesiNg
Building of Dublin City University. The room is dgsed
specifically to run EEG experiments and isolatesubker from
external noises.

The 4 synthetic images were displayed by the adapt¢AP

of target window (red) and distractor window (blue)

One Image

100

Fig 9. One second of EEG response for each channehch plot the 100
vectors associated to each windows of one imagednthe target reaction,
in blue the 99 distractors for one of the 32 rejoets.

The waveforms obtained are similar between theetargnd

interface to one user who was Comp|ete|y free 0;’ arfhe distractors. WhllSt, there exists related wiarkhe state of

mechanical interaction. Each image was presentetinds
and after 8 repetitions of each image (~5 minutds
presentation), the user had a rest period.

2) Data acquired

An amount of 128 images were displayed (32 repettifor
each one of the 4 shapes), having an amount ok&ages of
target windows and 3,168 examples of distractodaivs.

3) Data preprocessing
The data was processed with Matlab 7.12. The 8 E&G
data obtained (one for each connected channel)avapass

filtered to 50Hz and normalized to 0 mean and sieshd

deviation 1 as suggested in [8].

Each presented window was associated to 1 second of

preprocessed EEG activity after its presentation, &ch
presented window corresponded to 8 feature veaibrs00

samples corresponding to 1 second after the stanulu

presentation for each EEG channel.

4) Single Trial

The process to extract the proper features iscatitfor
successful classification of the windows. The mehiallenge
corresponds to a high variability in the waveforofstarget
and distractor stimuli [9]. Figure 8 presents twimgte

the art to analyze the single trials and extra& ghmoper
deatures by wavelet representations and complexhoudst
these are out of the scope of this thesis.

5) Averaged Trials

The average of the 32 feature vectors of each windas
computed, following the same idea to find the ER®3he
flashes presented in Section IV.A.

; unze isia
3 4
5 6
7 8

Fig 10. 1 second of averaged EEG response for@waimel. In each plot the
100 averaged vectors associated to each windoaseofmage. In red, the
averaged reaction for 32 examples of target window|ue the 99 averaged
reactions for the distractors.
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Figure 10 indicates now that the peaks of averdgegkts in
channels 2, 3, 5, 7 and 8 may indeed be distindtivéhe
averaged distractors if considering the amplitudébis
observation suggests that the two patterns can
discriminated through machine learning techniques.

6) Feature Extraction

The absolute value of the signals and the mear6 db@ets
and 96 distractors from a random window are ploiteigure
11.

100 _Tl’.- w0 et 1000
Fig 11. Absolute value for the EEG response astatia 96 distractor and
96 target of one channel. In green, the mean ofdhees.

i
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It can be observed that the mean of the absoluteyaf the
distractors and the targets is mainly differentimythe first
600ms. For this reason, it was decided to chailaeterach
window directly with the energy value of the EEGpense
from the O to the 600ms after the visual stimuli.
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Fig 12. For one image (100 windows) and considelBEG channel 2: The
histogram of the values of the energy computedth@neft, the values
computed over the single trials; on the right thkigs computed over the
average of the 32 trials.

Considering only one channel and computing the ggner
feature for all the single trials of one imagejrailar value is
obtained for all the windows (Fig. 12, left). Mednig, when
the 32 trials of each window are averaged, a déstinction
between the distractors and the target window faioed (Fig.
12, right). This result means that it is easiedigiinguish the
signals between averaged EEG responses of the wind
presented than analyzing the single trials.

Furthermore, and focusing on only one channel,ftot of
having a single value per window allows us to gateethe
first EEG map of the synthetic images based orettergy of
the averaged signals. These initial EEG maps aosvsh

Figure 12. The position of the target window (initeh is
clearly distinguishable in 3 of the 4 images only b
considering one of the channels of the EEG devind a
tdthout any classification algorithm.

. . ﬁ I
Fig 12. Synthetic images presented and their EE@maaed on the value of
the energy for the averaged trials.

In order to compute the maps, the value of the ggneras

normalized to 1 by dividing all the scores obtairddall the

windows by the maximum energy value of the imageisT
post-processing is assuming that at least one wircmtains

the object of interest. This normalization shouttt nccur if

the image may not contain any object.

7) Bootstrapping for the Generation of Averaged Data
Previous results indicate that averaging the sggisbh good
practice to identify the target windows. Howevever@ging
reduces the amount of target examples from 32 esitniglls to
just 1 averaged trial. This amount is not enougdia dia train
the classifier algorithm.

Acquiring more user data was not feasible becadsthe
limited access to the acquisition equipment angénemore
importantly, the slow and stressing process of datpuisition
for volunteers. For this reason, a bootstrap agdieg with no
replacement was applied to generate 96 new exangiles
averaged EEG reactions. This technique generatesva
sample by averaging 16 target examples randomisctesl
from the 32 available.

—_— —
1 x 32 single repeats 1 x32 averaged target
99 x32 single repeats 99 x1

averaged distractors
1x 32 windowrapsats 1 %32 averaged target

|::> Bootstrapping |:>

99 x32 single repeats. 99 x1

averaged distractors

- = —_—

1% 32 windowrepeats 1x32 averaged target
99 x 32 single repeats. 99 x1

averaged distractors

14. Boosting technique to generate averaged data.

The boosting is applied as well to generate average

istractors for each of the corresponding 99 images

8) Support Vector Machine (SVM)

The algorithm selected to classify windows was &1SMth a

linear kernel from the package LibSVM for Matlabhig

library provides the classification label for eadoktance and
the probability value that the instance belongthtopredicted
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class. The value of the probability is considemstdad of the
binary classification in order to generate a gregles EEG
map, similar to the saliency and segmentation megesl in
related works.

The energy associated to each 0-600 ms window&oh ef
the 8 channels is considered to define a featurtoweof
dimension 8. This method of channel fusion will tle¢ SVM
automatically learn which of the channels have thest
relevant information and which ones are mainly eots
efficiently combine their outputs.

The SVM classifier was trained with 96 feature wvestof

target windows and 96 from the distractors, comesing to 3

images used for training. Each training image mtesi 32
target feature from its target window, but the 3&trdctor

features from a random sampling among the 99 distra
windows available.

Fig 13. EEG maps generated by the probability vahaeided by the SVM.

The model obtained is tested with the 100 featetors of
the remaining image. A cross validation approadcpiglied
by running the experiments with the four possible
combinations of 3 train + 1 test.

Assuming that the output has to have one objeetEtBG map
is computed by taking the probability value of tiedow
classified as a target window, and normalizing #isre by
the maximum value obtained. The results obtainecshown
in Figure 13, which clearly shows that it is potesito detect
the object of interest.

VI.

The work developed did not reach the original gazlghe

project: use the values obtained from EEG mapsobhepared
to saliency maps for real images and used as this bé a
segmentation algorithm. This was because it beczes in

this course of this project that these were exthgrambitious

objectives that would require significantly moremé.

Nevertheless, the results obtained from the syiathetages
provide evidence that BCI devices could in prineipke used
to locate an object into an image, this resultesents a solid
basis to perform more trials with real images imeorto

achieve the original objectives in the future.

CONCLUSION

The innovation of the work is the simplicity of tlsystem:
Simply by extracting the value of the energy of gweraged
EEG waves, and combining the values obtained fraah ef
the 8 channels via to train a SVM with a linealredrit is
possible to locate the object in the synthetic iesagvhilst

keeping the user free of any interaction duringmsti
presentation.

The main weaknesses are that it only has been gneith a
"simple" images, where the object was fitted inyamre of the
windows of the image instead of tried in real inggehere
having the object partially included in differentindows
becomes more challenging. This opens a huge rarfige o
variables like size of the object, size of the vawd
percentage of object displayed in the window, numbk
repetitions of the window, etc. that may affectlie issue of
detecting the target windows.

The system works well when the averaged signals are
considered. The direct consequence of this is than by
using the boosting technique to generate more ebemsngf
data, the number of the image repetitions is highh(s study

it is required 32 repetitions of each image to secdcin the
classification of the windows).

Future work should study the extraction of bettsatfires that
may reduce the number of image repetitions and sfdou
analyzing real images.

ACKNOWLEDGMENT

| would like to acknowledge to my supervisor Xavuirds for
his constant support and advices, to also my sivoessKevin
McGuinness and Noel O'Connor for their guidanceughout
the entire project. To Ramya Hebbalaguppe for bailagys
avaliable to help me and to Michael Keane for higdgnce
and good advices in the EEG world. Also to all teéunteers
who left me their brain in the trials, and all theople who
have been interested and have dedicated some tintleist
project. Thank you!

REFERENCES

[1] N. OQuerhan, R. v. Wartbur, H. Hugli and R. MUfEmpirical
Validation of the Saliency-based Model of Visuah"Electronic Letters on
Computer Vision and Image Analys2903, pp. 13-24.

[2] R. Hebbalaguppe, K. McGuinness, J. Kuklyte,Hgaly, N. O'Connor
and A. F.Smeaton, "How interaction methods affecige segmentation: user
experience in the task," iThe 1st IEEE Workshop on User-Centred
Computer Vision (UCCV)lampa, Florida, U.S.A., 2013.

[3] J. wang, E. Pohlmeyer, B. Hanna, Y.-G. Jiang, RdeSand S.-F.
Chang, "Brain state decoding for rapid image re#ig in MM '09
Proceedings of the 17th ACM international conferna Multimedia New
York, 2009.

[4] Alan F. Smeaton, Graham Healy, "Optimising the nemif channels
in EEGAugmented image searcBCS-HCI '11 Proceedings of the 25th BCS
Conference on Human-Computer Interactipp, 157-162, 2011.

[5] Nima Bigdely-Shamlo, Andrey Vankov, Rey R. Ramiread Scott
akeig, "Brain Activity-Based Image Classificatioroh Rapid Serial Image
resentation,” IEEE Transactions on neural systems and rehabhititat
engineeringyol. 16, pp. 432-441, octubre 2008.

[6] G. Healy, "An Analysis of EEG Signals Present Dgrifarget
Search,", PhD thesis, Dublin City University, 2012.

[7] M. Toscani, T. Marzi, S. Righi, M. Viggiano and Baldassj "Alpha
waves: a neural signatureof visual suppression”’Experimental Brain
research, Volume 207, Issue 3-4, pp 213-219, 2010.

[8] Suresh R. Devasahayam, "Signals and systemif®ngineers: A
Matlab-Based introduction”, Second Edition

[9] C. Bandt, M. Weymar, D. Samaga and AO Hamm, "A $&mp
classification tool for single-trial analysis of BR components”,
Psychophysiology, Vol. 46, No. 4 pp 747-757, 2009.



