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Abstract

The amount of digital video content available in the web is constantly
increasing. Its handling requirefficient technologies: text search on large databases
provides users a great amount of videos; the content results are accessible by a
description. Users need a fast and visual way to access relevant video content
effectively. Quick visualization of comtie using static image summarization is a
sophisticated problem. However, it is worth it because it may solve video navigation
problems. Users can very rapidly get an idea of the video with no need to browse
through it with a sliding bar as normally done.

In this work a system for automatic video summarization is developed. It
creates an object map the segments of which are extracted from an input video. It
allows enhancing video browsing and large video databases management generating
a visual index so thahe user can rapidly grasp the most relevant content. Finally,
accessing them with a simple action requires several technologies that define a
complex information processing.

Firstly, shot boundary detection algorithms are required to reduce time
redundarcy of the video. Secondly, different relevant objects are extracted from
each keyframe (faces, cars, etc.). We also describe a workflow to train detection
models using multiple open source solutions. Furthermore, faces are a particular and
very relevant smantic class. For this reason, we use clustering methods in order to
recognize them in an unsupervised recognition process. The image composition of all
selected objects and faces is the final stage of the architecture. Composition is
defined as the combattion of distinct parts to form a whole, therefore, objects have
to be rendered in the map in a visually attractive manner.

To validate our approach and assess -esdr satisfaction, we conducted a
user study in which we compare requirements collected dnalyzing related
literature. We analyze redundancy and infornvathessas well as pleasantness.

The reslts show that our approach effectively creates an image
representation for videos and is able to summarize customizable content in an
attractive way.
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Introduction

The volume of video content is growing every day. The manipulation,
interaction and management of large video collections arefifam other types of
media such as text or images; one of the main reasons is the temporal nature of
video. Text searches can be done in many ways, e.g. search command on single
words with very specific metadata. On the other hamahages have thumbnail
representations for rapid image browsing. Furthermore, new portable devices, such
as smart phones or tablets, along with social networks and-Gesrerated Content
sites greatly increase the accessibility and production of videos. Normally, video
search results @scriptions are accessible by textual metadata but it is not always the
best way to summarize a video. Shared content requires efficient retrieval
technologies to access this content properly in a fast and visual way.

This thesis addresses the problem aflao content summarization using
relevant objects, analyzing the video and helping users to understand a video content
item in a fast and visual way. Automatic video summarization aims at improving
video browsing and temporal search of digital multimedsatent supporting users
in navigation of large videos archives.

Our approach for automatic video summarization into an object map is based
on content analysisObject mappings the process of taking data from one form of
representation (video) to another (image). The research aims at complementing the
capabilities of summaries over other media summaries, such as text summaries,
using relevant content extraction.



1.1 Focus of the thesis

We design an automatic system with existing algorithms that can create
efficient image representations of video content items to help usetectimportant
objects as well as providing a quick navigation through it.

Selecting the main content fohé summary is performed dividing the video
into keyframes. Then object detection algorithms are used to extract the most
important items appearing in the key frame$].[ Finally, the composition of all
selected objects into one image erformed to createthe final static image
summary.

Fig.1Video summary example of relevant faces

When designing the summary the research questions that we address
1. How good can be a single image representation of video content?

A single image output is a requirement of the system. However, it is not the
only requirement we want to fulfill. The image must Browse the video and sort its
content. A second question is suggested:

2. Which is the best method toomposethe resulting objectap?

We do not want to create an object map with randomly positioned items, but
rather generate a sefxplanatory map which may be used by users for browsing the
GARS2d ''a OFly 0SS aSSys> dzaSNA QWefddisyour 2 Y
last two questionson them

3. Which content may be selected for the user to understand a video?



1. Introduction

Content selection is very important in order to create a good representation.
We will analyze user attention models approach@std detect where would we find
dza S Bgioms ofNidterest. The approach should be validated by verifying whether its
results fulfill the original user requirement&valuating video summarization is a
difficult but important problem:

4. How can we evaluate the video summarization results taking in
O2y&aARSNI GA2Y GKS dzASNRQ LRAYyG 2F @GASsK

An evaluation process is performed to validate our approach by means of a
user study. We present the motivation of the Thesis in next section as well as
analyzing different application fields in Section 1.3.

1.2 Motivation

Today, video summaries are based on textual descriptions of video content,
such as duration, type, authorship, relevance... of the video. This data does not
always give enough information to the user atitey haveto browse the video
content in order to determine if it is relevant or not.

Another type of video summarization édeo skimmingA video skimis a
temporally compacted form of video stream that should preserve the most
important information. As synonynts video skimresearchers have used the terms
previewandtrailer in the literature.

Finally, other summarization systems are based on keyframe representations
of the video content. With these methods, multiple keyframes should be used in
order to generée a complete representation of the whole videdowever, Dufaux
presentsa method to automatically extract a single image representation as a
summary analyzing semantic content and movement in the video scenes as a variant
of keyframebasedsummarizatior{1].

With object mapping we group different keyframes information, content
based video analysis and the simplicity of static stwygrd summarization. Object
maps can give complete and compacted information of the video content to the user
as well as metbds to rapidly navigate through the original video giving him the
opportunity to select which parts are important. Some interesting applications are
explained irthe nextsection.



1.3 Applications

Object mappindhasnumerous applications for video navigation, search and
database management and aid to include hyperlinks of existing conferguick
visualization of the video content helps users rapidly detect if it is relevant.
Regarding large video databases, éxample,it may reduce significantly the time
required for searching a specific content or a specific video.

Video navigation is another application for our approach. With a static image,
users can use the object map as a visual index that will alli@astaccess to the shot
where each object was extracted from without using sliding bars or other techniques,
only with a simple click

Furthermore, the visual representation would complete textual metadata of
the video, not only general video metadatdbut metadata related to each
represented region in the map by defining clickablieeas within it. Who is the
actress? What model is that car? Where can | buy it? Does it appear in other
moments of the vide® These arsome questions that the provider ofi¢ summary
would want to add as textual metadata, links to the stores selling the object and
more.

Finally, the proposed approach can also be useful for automatic indexing
applications because the selected regions may be the only ones processed by pattern
recognition algorithms. This way, the object mapping technique would be
understood as a prprocessing that selects a small subset of regions to be processed
by other image processing techniques. For example, if automatic indexing system
contains a face mognizer for actors/actresses in the videmjaluatingit in every
single frame of the video is not needed, but only on the selected regions included in
the object maps. By doing so, the required computational effort could be
dramatically reduced.

1.4 Outline of the thesis

The rest of the thesis is structured as follows: Chapter 2 we describe
different techniques used for video summarization, some of them are shorter video
representations: video skimming. We then describe others based on static image
representations. They will be deeply analyzed mentioning face and object detection
algorithms to extract semantic content from the video.



1. Introduction

In Chapter 3 we analyze the system requirements as well as the priorities to
3SG GKSY Ay (SN¥Ya the fopassd SidmanyThe®) iDGhapiet 47 O S
we propose our solution approach. Domain knowledge using movie trailers is applied
to analyzethe relevanceof the content included in the video summary. The
composition of the final mapping is performed using this knowledge, but also the
architecture can be customized using dedfined object detection methods. Our
solution approach is validated in Chaptebyp means of a user study, and in Chapter
6 and 7 we discuss our conclusions and future work.

2 ¥



Video Summarization: Related
work

In this chapter we describe the video summarization techniques to achieve
new levels of understanding. We begin on Section 2.1 with an explanation of existing
types of video summarization techniques. Then, in subsequent ssctice will
explain the workflow of the process and the involved techgas. In Section 2.2 we
discusshe temporal segmentation methods that researchers use. In Section 2.3 we
explain different content selection techniques used by the community in otder
detect important video segments to be included in the video summary. Finally, in
Section 2.4 we present object extraction methodologies for the correct
understanding of our final architecture approach for video summarization.

In Section 2.1 we defineddéo summarization terminology used in related literature.
We also describe briefly existing summarization techniques in order to understand
how this chapter is divided in subsequent sections.



2. Video Summarization: Related work

2.1 Video summarization. Definitions

Video summarization erges in providing concise and informative video
summaries in order to help people browsing and managing video files more
efficiently. It has received more and more attention in recent years because new
utilities (social networks, portable devices, etc.Joal users to access video
content easily but they need to manage this content properly. Basically, there are
two different kinds of video summariestatic image summargnd movingimage
skimming

2.1.1 Moving -image skimming

The movingimage skimming also known asvideo skim consists of a
collection of video clips, as well as the corresponding audio segments extracted from
the original sequence and is thus itself a shorter version of the original video. They
can be classified into two type®verviev and Highlight

In the classic case of movie trailers, the user is usually unaware about the
content and is interested in a much reduced summary of the video content to decide
before watching the full versions. We call this kind of video skimmnitegview For a
specific domain like news or sporthe user wants to see the most important events
in the video (goals, news headlines) according to their interédss kind is called
highlight Unlike overviews, which are presented as single condensed videos,
highlightbased summaries are usually presented as an organized list of interesting
events along with some associated metadata.

2.1.2 Static summaries

Thestatic summary also known astatic storyboardgis a small collection of
salient images or &ingle one extracted or generated from the underlying video
source. According to the method used to extract representative images, we can
classify static video summaries into samplbaged, shobased, motiorbased,
mosaicbased and object mapping methads

Samplingbased methods select video keyframes by random or uniform
sampling the input video. Fahotbasedmethods, the source video is temporally
segmented into shots using shot boundary detection algorithivi®tion-based



methods refer to the temporadlynamics of the video by motion analysis using image
pixel difference or optical flow. When the camera motion can be detectedosaic
imagecan be constructedo represent the whole contendf a dynamic shot. Finally,
object mapping aims to extract relamt objects from the source video to create a
composite image.

In the next sections we will review different technologies used to construct
the commented summaries as well as techniques to temporally segment the source
video and extracting relevant objecbntent (faces, cars, etc).

2.2 Shot segmentation

Temporal redundancy is a very important issue to solve when facing video
processing. Deleting redundant information is achieved by segmenting the video into
shots. A shot is a continuous recording of widmntent without breaks in a scene.
Then, keyframes may be extracted from each shot with different techniques based
on pixehto-pixel comparison, histografibased comparisons, motion flow vectors,
etc. This process is call&hot Boundary Detection

L 1] pai
AT .
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Fig.2 Shot boundary detection example

Pixetto-Pixel methods are the core methods and probably the most
straightforward ones11]. Indeed the first idea that comes to mind when we want to
compare two images terms ofsimilarity is tocompare their pixels.

Histogrambased methods get better reflection of global properties of a
picture, which is their main advantag&?]. These techniques are significantly more
robust to a camera and object motion. However, there are drawbacks: a shot
boundary occurring in two frames with similar histograms will be missed; also,

8



2. Video Summarization: Related work

significant luminance difference between frames will deeldalse positive shot
boundary detection.

Histograms may be compared in different wa$8][ A first approach would
be to calculate the histogram of each color channel that form the image and, then,
calculate the difference between the bins in each hisamgrof the two successive
images. Another technique is to calculate the difference of all channels between the
histograms in the two images and take the maximum to the summation in order to
detect intense changes in one channel. Finally, a variation oflate mentioned
technique is to weight the importance of each color channel.

A method that uses Hausdorff approximation to determine the outliers is
used in 13]. Hausdorff method performs an edge detection process of the image and
compares the location ofhe edge points produced by the edge detector. The
method checks for each point whether a correlating edge exists in the successive
image. If the sum of non correlated edges is greater than some threshold, a shot
boundary is declared.

Fig.3 Shot detection example using Hausdorff distance method

[13] also presents a combination of glle commented methods by building a
Neural Network(NN) which inputs are the outputs of the different commented
methods with a supervised learning process to easily adapt results for different type
of videos. Weaknesses of each method are compensated by the others and NN is
adapting to any given thresholwy propagating the errors to its weights.

More recent techniques include a highiewel segmentation of videos into
scenes. Rasheed and Shdl][present a method based on graph partitioning
problem that clusters shots into scenes constructing a graplectahot similarity
graph(SSG). Each node represents a shot and the edges between them are weighted
based on their similarity basestcording tocolor and motion information. Then, the
SSG is split into stgraphs by applyinghormalized cutsrepresentingindividual
scenes. They also propose a method to describe the content of each scene by
selecting a representatiieeyframe

To sum up, there exist several shot segmentation techniques:

i First approaches compare pixel intensity and image histogram to decide
whether two frames belong to the same shot.

9 Later approaches include edge evaluation comparison between frames using
Hausdorff distance.



1 Learning processes using NN are also used to adapt the shot detection to the
source video regardless preset thresholds.

T Recent techniques use clustering methods to group similar frames based on
pixel color, motion flow information, etc.

In the next subsections we describe in detail the chosen approaches used in
the Thesisthe development ofvhich development is explaingd Chapter 4, Section
4.2.

2.2.1 Software Initiative Studies at UCSD

In this approach, each frame is divided into NxN regions. Then, the pixel
change is estimated for each region between frames. If the pixel change is greater
than some threshold and itsumulative sum is greater than the region threshold for
the frame threshold number of regions in the frame, then it triggers the shot
boundary detection. This technigue also provides a simple frame averaging to avoid
luminosity changes that could be detedteas a shot boundary. This pitetpixel
method combines low computational requirements with satisfactory results, but also
tends to generate some false detection, which generate an-segmentation of the
video (sedrig.4 Shot boundary detection using UC@ikel regions difference

£ T PE Bd S IBE A
ST T2 T LT
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Fig.4 Shot boundary detection using UC®ixel regions difference

2.2.2 Course Project Binshtok and Greenshpan at BGU

A second software kit has also been tested resulting from a course project by
Max Binshtok and Ohad Greenshpdas][ two students at the Beurion University
of the Negev (BGU) in Israel. The proposaftware includes three different
methods for the shotboundary detection: a pixdb-pixel method, a histogram

10



2. Video Summarization: Related work

based method, a third one based on the Haussdorf distance, and a learning process
based on NN.

While pixelto-pixel methods might not be state of the art, they work quite
well for the movie trailerave aim at processing in our Thesis. The classic solutions
that segment shots based on motion estimation features do not provide different
views of the same object or faces, a feature which is desirable to build the object
maps by selecting the best view every object. The pixeb-pixel method naturally
generate over segmentations of the videos due to changes in luminosity or points of
view as shown ifrig.5.

Fig.5 False shot detection useful for the project. Frontal and side views

There are many types of pixel comparisons provided by the approach:

f Global Pixeto-Pixe¥ ¢KAa YSGK2R adzra GKS LAEStaQ Ay
wholeimag> FyR O2YLI NBa Al G2 GKS adzy 2F GKS
second image as shown in formyla).

B B "OfiozB B " phaQ
C L @®

(1)

"OhAQ represents the intensity value of pixefQ at time frameo. If the

difference is bigger than some threshold) (value, a shot detection is

RSOf I NBR® L A& 200A2dza GKI intenditgyS 201 f R2
values are ignored.

1 Cumulative Pixeb-Pixel This method sums the difference between each
LAESt Qa AyiGaSyaride @rtdzS Ay 2yS AYlF3aS | yR
image. We take into consideration local details in the images as sho( in

)-

B B sOHAQz ® pheiGs
CULU @

z

(2)
11



The histograrrbased methods compare the pixel histograms of neighboring
frames to determine the shot boundaries. They introduce robustness in front of
camera and object motions, but they fail into segmenting two shots whose colors are
similar.Presented methods are:

1 Simple histogramThis method calculates histogram of each color channe
that form the image and the difference between the bins in each histogram
of the two images using3).

B B $Odthd OO0 phdos
9 QORI E & Qi

(3)

"O ohthty represents the histogram value of the hirin the color channed
at time frameo.

T Max histogram This method calculates the difference of all channels
between histograms in the two images and takes the maximum to the
summation. It can be influenced by an intense change in one channel as
shown in formulg(4).

i A B Sodul "O0 phiws
9 QN i

(4)

f Weighted histograt¥ LG |t a2 GF{1Sa Ayadz2z | 002dzi
all channed and gives each one a weight, determined by luminance
proportion of the channel, thus giving more weight to the prevalent color
channel in the image as shown (% ).

B B —UU SO Oy O 0 phid s

9 QoI & & Qi

()

The Hausdorff method performs an edge detegtiprocess with the Sobel
detector of the images and compares the location of these points between frames. It
is a really good approximation to get the same face or object twiteeit exists any
smoothing or view improvements.

Finally, Binshtok and GrearK LJ y Q&4 (KSaAa aidlisSa GKLI

combines the three methods using a neural network provides the best results for the
typical keyframe extraction. This is because preset input thresholds vajuds (ot

play any role in the shot boundary detemti Instead, NN is adapting to any given
value by propagating the errors to its weights.

12
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2. Video Summarization: Related work
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Fig.6 Shot boundary detection using NN

In the next section we will analyze different content selection techniques
researchers are using. Theetter the temporal segmentation and shot boundary
detection is performed, the less redundant information should be processed and the
greater performance of content selection methods is achieved.

2.3 Content selection

In this section we will analyatifferent approaches for the content selection
included in different video summaries. We will begin on video skimming generation
in Section 2.3.1 and we will continue reviewing techniques used for static image
summaries in Section 2.3.2.

Early attempts dichot use content analysis but image processing technigues
that, in most cases, make the result non sstplanatory and without a wetlefined
structure. Over the years the trend changed to include well balanced content
extraction and video structure. Tigroblem of most traditional summary generation
approaches is that they are based on low level features. Hence, they may not be able
to guarantee that generated results include relevant content. Many attenyt$o
deal withthis problem but they are mostlthe highlightgeneration approaches. That
means video category has to be known to obtain relevant content properly and they
may not be used on generic videos.
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2.3.1 Dynamic video skimming

Dynamic video skimmingpnsists of a collection of audiadeo sib-clips. It
preserves the dynamic properties of the original video. 3h ffames with high
contrast are detected as the ones containing important content. Furthermore,
calculating frameo-frame differences let them extract higgction parts in the
video.In addition, the average color composition of the whole video is considered to
include similar frames in the video skimming. Finally, spectrum of simple alphabetic
characters for dialog recognition is performed.

Another simple approach based on time comgsion technology isA]. It
allows faster playback speed of the video when playing static video scenes and
slower speed for short and dynamic video scenes. It uses audio time scale
modification technology to preserve comprehensibility of speech. Howether,
maximum time compression depends on the speech speed. Also, this approach
distorts original video temporal property and it does not include content analysis.

The Informedia projectq [6] [7] creates the summary by extracting
significant audio and vab information. Text keywords from captioning and manual
transcript are first extracted usingermFrequency Inverse Document Frequency
technique. This text is used to create skimming version of the audio including some
neighboring segments for better ogprehension. Then, the image skimming is
created by selecting with a descending priority: frames with faces or texts, static
frames following camera motion, a combination of frames with camera motion, faces
and texts, and frames at the beginning of a scenleis synopsis is not aligned with
the audio in time and it cannot be used with videos with more complex audio
content (music, audio effects). Even so, both explicit audio content and content
analysis achieve impressive results.

A method to generate videskims based oruser attention model is
presented in 2] (seeFig.7 Framework of user attention model’]). Attention is
described as a neurobiological conception that implies the concentrationeottal
powers upon an object or audio track. Computing attention allows them to avoid the
problem of semantic understanding of the video content. Their attention modeling
includes visual, audio, and text modalities that together generate the user attention
curve. Hence, an attention value is assigned to each frame to determine which of
them are more attractive for the viewer and thus generate the summary.
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Fig.7 Framework of user attention model7]

This method constructs a videarsmary without fully semantic content
understanding. However, humaia® not only understand videos by perceiving these
low level features. Also, the fusion scheme of the attention model parts has to be
improved because it is not proved whether it is the sheffective and the video
structure information is neglected.

[8] proposed an approach for summarization that emphasizes both the
content balance and perceptual quality of the summary. A clustering method is used
to cut the video and a motion attention nael is used to compute perceptual quality
of shots and clusters. Both together create a temporal graph that describes the
evolution and importance of the clusters. This temporal graph is utilized to group
scenes from clusters while the attention values aarselect the appropriate scenes
for summarization.

Another method for the creation of video skims based on similarity between
shots is presented irf]. A combination oHausdorff distanc@nd Boolean modeis
used to compare shot similarity. Then, a shot clustering is performed witAftfiraty
propagationclustering method 10] and, finally, content ranking is added to select
shots included in the video summary. With shot similarity measure clusters can be
created to reduce redundancy of the summary and thus achieve good compression
ratios. With partial semantic understanding, good satisfaction and inforitativ
measures are achieved in their experimental results.

To sum up, the used techniques to generaideo skimming summaries have
evolved:

i First approaches aim at providing summaries without analyzing the content.
They select important scenes based on imagel®wel properties.

1 Later approaches provide scenes based on important content. Content
selectin techniques involve both user attention study and relevant object
detection.

9 Other approaches use clustering methods to measure shot similarity and add
the most diverse clusters to reduce the redundancy in the resulting
summary.
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In the next Section staticideo summary generation literature is analyzed.
Most described approaches use similar methods to select the content to be included
in the summary. The main difference between this section and the next one is the
content presentation and the importance ocbmpacting information into one single
image or a group of static representations.

2.3.2 Static video summary

A static video summary can be expressed in a collection of images or a single
one that represents the video content. Early woflg][ selectsvideo keyframes by
random or uniform sampling the video image sequence. These methods are simple
and they are unable to guarantee that important content may be covered by the
selected result.

Shots are an important block of the video. They represent aicoatsly
captured sequence and shot transition detection has been suggested in various work
[16] [17] [18] [19] since its visual content can be represented by some frame. These
methods extract always the first frame of the shot, but &¥][ subsequent frara
histograms are computed. Once the difference exceeds a certain threshold, a new
keyframe is extracted to include it to the summary.

In [20] ascene transition grapls constructed for a video by time constrained
clustering on the video shots. In it eagideo shot cluster is represented by one node
in the graph and the transitions between nodes reflect the structure of the video.

In [21] an unsupervised clustering scheme is proposed to extract the
keyframes. First, all frames are clustered based on thHerdaistogram similarity
comparison into a certain number of clusters with a predefined threshold. Next, all
clusters that are big enough to be considered important a representative frame is
selected as the closest to the cluster centroid from each of th&me system is
robust to background noises and motion but its performance highly depends on a
threshold selection.

Later works concentrate on organizing shot images by analyzing the video
structure since videos comprise many video shots. 28 fhe video content is
represented in a tree structure. From top twottom, a video consists of several
scenes; each scene is composed by several related shot groups. Each shot group is
composed by several visually similar and temporally adjacent shots. This tree
structure represents an abstraction of the video content and it is presented to the
user as a resulting summary.

[23] creates a mosaic image to represent the whole content of a dynamic
video shot when the camera motion can be detected (pan, tilt, zoom, tajsl
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Although this approach is quite informative, it only provides an extended panoramic
spatial view of the entire static background, but contains no information about the
moving foreground. In the situation that the scene is changing frequently and the
camera motion is quite complex, this algorithm terd achieve poor performance.

Fig.8 Mosaic representation. Top: Handhosen keyframes. Bottom: Mosaic representation without
foreground occlusionsZ3]

Recent works preserdffective methods for summarizing relevant content. A
comic book style video summary is generatedd] [such that the size of selected
images is adjusted according to their importance. The video structure reflects how
the editor chooses and arranges vidshots; they are very valuable information for
video summarization.

[25] provides static video summary consisting of three major procedures:
keyframe extraction regarding temporal information; estimating Region of Interest
(ROI) from extracted keyframemsnd assembling the ROI into one image by arranging
them according to the temporal order and their size. The proposed method
generates expressive video summaries and conserves both plot and temporal
information.

Video SummagatofVS) 26] is a volumebased interface for abstraction and
navigation of the video. VS models a video as a spate cube and visualizes it
using realtime volume rendering techniques. The project also empowers the user to
interactively manipulate the video culie not onlyunderstandthe content but also
navigatethe content of interest.

[27] approach automatically extracts and visualizes movie storylines in a
static image for the purposes of quick overvieMisual Storylinegpreserves the
elegance of original vabs with a series of video analysis, image synthesis,
relationship quantification and geometric layout optimization techniques. They
cluster video shots according to both visual and audio data to analyze and quantify
story relationships. A multevel stogline visualization method then organizes both
location and interested objects and characters (s€g. 9). This kind of
representations can be used to assist viesvéo grasp video content efficiently,
especially when a text synopsis is provided.

Highly condensed video summary techniques in which selected keyframes
are packed and visualized using irregular shap€stjave a common problem: due
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to its highly compact form and losses of information it is nearly impossible for
viewers to extract stories. Furthermor¥jsual Storylinesolves the problem of29]
by revealing the information of locations and retats between interested objects

Fig. 9 Visual story lines examplg27]

To sum up, static summary generation uses similar methods to the video
skimming adding different composite techniques to correctly plot all selected
information:

9 First static summarizatiortechniques are based on a single keyframe
representation.

1 Early approaches represent important content in a mosaic and cbasged
representations that include more information than a single image
representation (seé¢ig.8).

I Spacetime cube representations are used in later approaches to provide
navigation utilities for users.

1 Finally, storylines are composed into an image that aim at providing a fast
understanding bthe video content and rapidly grasp the information.

For our approach purposes, we focus on the video relevant content to build
our summary. Next section describes in detail briefly several content selection
techniques that can be used to extract relevaontent. Then, used techniques and
features used to extract relevant content from source videos are described in detail.
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2.4 Object detection

Object detection, and especially face detection, has been a core problem in
computer vision for more than aecade. Not only has there been substantial
progress in research, but many techniques have also made their way into commercial
products.

ViolaJdones 30] machine learning approach for visual object detection is
capable of processing images extremely rapatd achieving high detection rates. It
is distinguished by three key contributions to the object detection fiéhtiegral
image, AdaBoostmachine learning andcascade generation that combines
increasingly more complex classifiers. It is definitely ¥esited, scale invariant and
works fast. However, it is not rotation invariant and requires long training time.

Another approach that tries to reduce this time and solve rotation variation is
SpeededJp Robust FeaturdSURF)31]. SURF find interest pomin the image using
Hessian matrices, determine their orientation, and use Haar wavelets in an oriented
square region around the interest points to find intensity gradients. The matching
process is done by comparing a training image features to the oeage features.

No training process is needed and objects can be detected in-tineal
implementations.

There exist other visual features that have been proved to improve the object
classification performanceigenfacesind Fisherfacedreat the visual features as a
vector in a highdimensional image space3]. Working with high dimensions is
costly and unnecessaiy reattime applications. Th&igenfacespproach maximizes
the total scatter, but it is a problem in an unsupervised negc@® because the
detection algorithm may generate faces with high variance due to the lack of
supervision in the detection. AlthoughFisherfaces method can preserve
discriminative information with Linear Discriminant Analysisthis assumption
basically aplies for constrained scenarios. Some frameworks cannot guarantee a
training set of images from the same person/object, so the estimated covariance for
the subspace may be really bad. For this reast8) propose, withLocal Binary
Patterns Histogran{LBPHl a method that extracts local features and focus on 2D
texture analysis to create lodimensional features, trying to preserve the useful
information. In this waywe can create a method for object detection that can avoid
the training process with largeeaining dataset.

When the objects are observed from multiple viewpoints and unconstrained
scenarios, the detection task becomes hard&f][ The common practice is to divide
into subcategories.For instance, faces can be categorized as frontal, right/lef
profile, multiple rotations, etc.

Different classifiers can be trainedrfdifferent subcategories. In [3536] a
pose estimator is first built to classify each example into one subcategory. Each
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subcategory trains its own classifier for detection witlanually labeled data. It is a
very laborious and difficult task for other kind of detections such as cars. Cluster
boosted tree classifier3[/] applies a conventiondf-meansclustering algorithm to

split samples when learning rates are low. They show tha using previously
selected features for clustering, the learning algorithm converges faster and achieves
better results.

The misclassification caused by the pose estimator is one weakne3§] of |
method. It also happens in training caused by mislalelih is possible that the
boundary between two viewpoints can be very subtle and differs between different
people. Furthermore, traditional training processes lack the flexibility fcategorize
examples during training. I183§] multiple category learmig is proposed to solve this
problem through adaptive labeling. The winrteke-all multiple category boosting
algorithm learns simultaneously all subcategory classifiers with the assumption that
the final classification of an object will only be determirigy the highest score of all
subcategory classifiers. Subcategory labels are dynamically assigned in this process
reducing the risk of having outliers.

A method that has become quite popular is the discriminatively trained,
multiscale, deformable patinodel for object detection3d9] [40]. As described in the
related literature, detection with deformable part model can be done by considering
Fff Ll2&daArAofsS 2F | RAAGAYIdAEAKSR aNR20G¢ LI NI
configuration of the remainig parts. In 41] a general method for building cascade
classifiers from these models is described. Stauctured models are primarily
focused as well as partial hypothesis pruning to speed up object detection without
reducing detection accuracy. They rismdluce probably approximately admissible
thresholds that provide theoretical guarantees on the cascade performance and can
be computed from a small sample of positive examples.

Fig.10 Deformable part model detection41]

To sum p, the object detection methods have evolved into different parts or
views training processes to improve its performance:
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9 First approaches training processes do not take into account different views
of the object, thus, they have not good performance unsupervised
environments.

1 SUREF features solve this problem by selecting points of interest in the image
and calculating their rotation and position within the training image.

i There exist also other solutions like LBPH, Eigenfaces, or Fisherfaces that
comhbne both learning and matching using different features instead of Haar
and SURF features.

9 Dividing the training process into multiple viewpdrdre later approaches
solutions to improve rapid object detection performance.

1 Finally, to correctly detect ambject, a partbased detection process is
performed in most recent approaches.

In the next subsections we describe in detail algorithms we have used in our
Thesis to extract relevant content as well as different features we have tested.

2.4.1 Haar-based cascade classifiers

The work proposed by Viola and Jone30][ has shown satisfactory
performance for simple viewpoint object detection tasks and was improved by R.
Lienhart f2]. It combines four key concepts: Haar features, integral image concept,
AdaBoosimachine learning and cascade classifier generation.

Used features are not true Haar wavelets but simple rectangular features.
They contain better suited rectangle combinations used for visual object detection.
The presence of a Haar feature is determifgdsubtracting pixel values of the dark
region to pixel values of the light one. If the difference exceeds some threshold set
during the training process, the featiis said to be present.

1. Edge features

M @S

(a) (b) (o) (d)

mmm=E S$EY

(ay (by (c) (d (e)
3. Center-surround features

2

Fig.11 Haarlike features used in OpenCV

The first two features selected by the described approach are shovigin
12. The two featurs are shown in the top row and theoverlaidin a typical training
face in the bottom row. The first feature measures the difference in intensity
between the region of the eyes and a region across the upper cheeks. It capitalizes
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on the observation that the eye region is often darker than the che@ke second
feature compares the intensities in the eye regions to the intensity across the bridge
of the nose.

Fig.12 First two features selected in Violdones algorithm

Feature computation requires summing pixel values codefgy the
rectangles. This addition can be very efficiently performed with the integral image,
also known as Summed Area Table.

Image Summed Area Table Summed Area Table

s(x-1,y-1) s(x,y-1) 3 .
5

7

i(xy) s(x-Ly) s(x,y)
6 8

16 8 16

Fig.13Summed Area Table example

The integral image at locatioth contains the sum of the pixels above and
to the left of WA 1 & inclusive:

(6)

where'Q@w is the integral image an@xh & is the original image. In the example
shown inFig.13, the sum of the pixels within the green rectangle can be computed
with four array references: the value of the integral image at locationtBeisum of

the pixels in red rectangle, 5. The value at location B is 5 + 2, at location C is 5 + 3,
and at location D is 5 + 2 + 3 + 6. Then, the sum of the original image pixels within the
green rectangle can be computed as 16¢+3 + 8) = 6.

AdaBoost machinelearning method combines many simpler classifiers
(stages) that give the right answer more often than a random decision to create
strong classifier. That is because the training error of the strong classifier approaches
zero exponentially in theumber of round. In their approach a variantAdflaBoosis
used both to select small set of features and train the classifier.
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The weak learning algorithm is designed to select the single rectangle feature
from the 180,000 potential features, which begfparates the positive and negative
examples. For each feature, the weak learner determines the optimal threshold
classification function, suctas the minimum numbers of exampleshat are
misclassified. Then, a weak classifieithus consists of &ature "Q a threshold—
and a parity] indicating the direction of the inqueality sign:

q P EEQ® 1) —
i i OEAOxEOA

(7)

wherewis a pixel sulwindow of an image. In practice, no single feature can perform
the classification task with low error. Features which are selected in early rounds of
the boosting process had lower error rates (0.1 to 0.3) than features selected in later
rounds (0.4 and 0.5), because the task becomes more difficult.

Finally, a cascade of classifier is constructed to achieve increased detection
performance AdaBoosgives weights to each stage and set the order of filters in the
cascade. The higher weighteittefr comes first to eliminate noface regions as soon
as possible.

Non-face @ dy, 1,

Non-face

Non-face Face

Fig.14 Cascade classifier for face detection

A cascade is a degenerate decision tree (Siegeld). A positive result from
the first classifier triggers the evaluation of a second classifier which has also been
adjusted to achieve very high detection rates. A positive result from thenskeco
classifier triggers a third one, etc. A negative outcome at any point leads to the
immediate rejection of the sulwindow.

Stages in the cascade are constructed by training classifiers Adeigoost
and then adjusting the threshold to minimize false atiges. The defaulfAdaBoost
threshold is designed to yield a low error rate on the training data and, in general,
lower threshold yields higher detection rates and higher positive rates. Then, an
excellent first stage can be constructed by reducing theghold to minimize false
negatives: it can be adjusted to detect 100% of positive object samples with a false
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positive rate of 40% but it would require a significant amount of time to be
processed.

The structure of the cascade reflects that, in any single image, a majority of
subwindow are negative. Hence, the cascade attempts to reject as many negatives
as possible aan early stageWhile a positive instance that triggers the evaluation of
every dassifierin the cascade is a rare eventtbsequent classifiers are trained using
those examples which pass through all the previous stages. As a result, every
classifier task is more difficult than the previous ones and, at a given detection rate,
deeperclassifiers have higher false positive rates.

The cascade training process involves two types of tradeoffs. Classifiers with
more features will achieve higher detection rates and lower false positive rates but
they require more time to compute. An optinaitton framework can be defined with:
the number of stages, the number of features in each stage, and the threshold of
each stage. It is an extremely difficult problefvecausein practice each stage
reduces the false positive rate and decreases the dedaatite. Each stage is trained
by adding features until the taeg detection and false positiveates are met and
stages are added until the overall target for false positive and detection rate is met.

2.4.2 Speeded-Up Robust Features

SURF J1] is a scaleand rotationinvariant interest point detector and
descriptor. It approximates or even outperforms previously proposed schemes with
respect to repeatability, distinctiveness, and robustness, yet can be computed and
compared much faster. It is partly inspil by the SIFT descriptodd but the
standard version is several times faster than SIFT and claimed to be more robust
against different image transformations.

The described detector is based on the Hessian matrix because of its good
performance in compiation time and accuracy. Given a poidt  ¢fw in an image
"Othe Hessian matrifO h, in ®at scale, is defined as follows:

. O oh O oh
o, O Wb voeh
0 wh, 0 h,

(8)

whered &h, is the convolution of the Gaussian second order derivative with the
image’an point &, and similarly fob @h, andd &h, . Gaussians are optimal
for scalespace analysis and it is discretised and cropped ksgd5, left half). The
9x9 filters inFig.15 are approximations for Gaussian second order derivatives.
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E
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Fig.15 Discrete Gaussian second derivative box filters

Scale spaces are usually implemented as image pyramids. The images are
repeatedly smoothed with a Gaussian and suwpsmntly subsampled in order to
achieve higher levslof the pyramid. Using box filters and integral images, they do
not have to iteratively apply the same filter to the output, but only apply such filters
of any size at exactly the same speed on the oaigimage. Hence, the scale space is
analyzed by wscaling the filter size rather than iteratively reducing the image size.

In order to extract interest points in the image and over scales, a non
maximum suppression in a 3x3x3 neighborhood is applied. mhgima of the
determinant of the Hessian matrix are then interpolated in scale and image space.

The proposed SURF descriptor is based on similar properties of SIFT. The first
step consists of an orientation assignment calculating kaaurelet responses i
and y direction (sed-ig.16). Then, a square region is constructed to the selected
orientation, and finally they extract the SURF descriptor from it.

Fig.16 Haarwavelet in x and y directions

For the extraction of the descriptor, the first step consists of constructing a
square region centered around the interest point, and oriented along the selected
orientation. The region is split uggularly into smaller 4x4 square subgions.Each
subregion has foudimensional descriptor vectar:

0 Qh Qh NDsh Ns

‘Q is the Haar wavelet response in horizontal direction &dthe Haar wavelet
response in vertical direction. Both directions are defined in relation to the selected
interest point orientation to increase the robustness towards geometric
deformations and localization errors.

The rext figure helps to observe the pperties of the descriptor for three
distinctively different image intensity patterns within a stdgion. In case of a
homogeneous region, all values are relatively low. In presence of frequencies in
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direction, the value oB Q sis high, but all othes remain low. Finally, if the intensity
is gradually increasing thdirection both valuesB'Q andB gQ s are high.

I
— =

Fig.17 SURF descriptgoerformance in different image intensity patterns

> dx
3 s
Z dy
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2.4.3 Local Binary Pattern Histograms

Unlike Eigenfacesand FisherfacesLBPH extract local features of the object
and has its roots in 2D texture analysS3§][ The basic idea of LBP is to summarize the
local structure in a block by comparing each pixel with its neighborhood. (ibesitis
coded with a sequence of bits, each of them associated to the relation between the
pixel and one of its neighbors. If the intensity of the center pixel is greataal to
GKFG ySATIKOo2NRarX (KSy O2RS GKSFy®t A2y gAGK

1|22 ofofo]t
9ls5 6] Threshold 1 E g'gcaig:aﬁolglom'l
3|1 1lofo P"

Fig.18 LBPcodecreation examplel

At the end, a binary number (LBP code) is created for each pixel. If 8
connectivity is considered, we will end up with 256 combinations. This histegram
based approach defines a feature which is invariant to monotonic grayscale
transformations as shown iRig.19.

The spatial information must also be incorporated in the face recognition
model. The proposal is to divide the LBP image into 8x8 local regions usinguadyrid
extract a histogram from each. Then, the spatially enhanced feature vector is
obtained by concatenating the histograms, not merging them.

These features have ladimensionality implicitly but they are maobust to
variations in iumination, scale, ranslation or rotation. For theseeasons, it is
extremely important to apply previous image processing techniques to standardize
the input block.

! Images extracted fror@penCV documentation
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Fig.19LBP invariant to monotonic grayscale transformations

2.4.4 Deformable parts-based cascade classifiers

[41] describes an object detection system based on mixtures of multiscale
deformable part models. Deformable part models have become quite popular
because it provides solution to the problem of detecting and localizing gener
objects from categories that can vary greatly in appearance such as people or cars.

While deformable models can capture significant variations in appearance, a
single deformable model is often not expressive enough to represent a rich object
category. Een so, simple models can perform better in practice because rich models
often suffer from difficulties in training. For object detection, rigid templates can be
easily trained using discriminative methods but richer models are more difficult to
train, inparticular, because they often make use of latent information.

The partbased model used in this approach is ssauctured defined by a
root filter plus a set of parts filters and associated deformation models. The detection
score of the model can be callated as follows:

[ O¢d QO | O&i QR I AP OenhR G¢ inddw

(9)

The score at a particular position and scale within an image,
[ wéd QQfddis the score of the root filter at the given location plus the sum
over parts of the maximum, over placements of that part, of the part filter score on
its location minus a deformation cost measuring the deviation of the part from its
ideal location reltve to the root. Fig.20 shows a star model of a person category
where (a) is the root filter, (b) are several higher resolution part filters, and (c) a
spatial moetl for the location of each part relative to the root which reflects the
a02aide 2F LXIFOAy3a GKS OSyaGSNI 2F | LI NI G RAC
filters specify weights for histogram of oriented gradients (HOG) features.
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Fig.20 Star model of a person categoify#1]

The training process udatent SVM(LSVM) to train models using partially
labeled data, learfi, and datamining for hard negative exampleSach exampledis
scored by the following functim

(10)

I is a vector of model parameters, in the case of a star model it is the concatenation
of the root filter, the part filters, and deformation cost weightsare latent values,
and! oftr is a feature vector, a concatenation of swindows from a feature
pyramid and part deformation featureg) w is a set of possible latent values fof

is learned by minimizing the next function:

o1 glE/E 6 1 AZ® &Q6

(11)

withO & o @8 Fow o O, a set of labeled examples.

The loss function is convexfinfor negative examples and T is convex
when latent variables are specified for positive examples. If there is a single possible
latent value for each positive exampl@is linear.

To detect objects in an image they compute an overall score for each root
location according to the best possible placement of the parts. slighing root
parts that yield a higiscoring root location defina full object hypothesis. Dynamic
programming and generalized distance transforms are used to compute the best
locations for the parts as a function of the root location.
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Fig.21 Matching process for Deformable parisased models approacfi]

Fig.21 illustrates the matching process at one scale. Responses from the root
and part filters arecomputed at different resolutions in the feature pyramid. The
combined scores clearly show two good hypotheses for the object at this scale.

Finally, the detection results for one object show a lot of overlapping
detections. The chosen solution is to sdetections by score. They add the detection
one by one and skip those which have detection overlap of at least 50%.
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Requirements

As we have seen in the previous chapter, videmmarization systems can
serve different purposes; they can be developed for specific types of content or
different types of users. In Section 3.1 we narrow down the scope of this thesis and
6S FtylLrftel S GKS NBIAdANBYSY(onsBREW3AKS dzaSNEQ LI

3.1 Scope of the thesis

In this Thesis we address the problem of designing an automatic system with
existing algorithms that can create efficient image representation of video content
items to help users detect important objects in thideo as well as providing a quick
navigation through it. Our aim is to design a system that can automatically create a
high quality video summary from a content source video.

For instance, we use commercial movie trailers as source videos. They are
one ofthe main advertising tools of the movie industry. They are not made to give a
fair impression of a film, but rather to convince people to watch the movie; they are
constructed with a proper onset time of main characters, important locations and
relevant ohects inside the movie. We will use this marketing strategy to select the
important content the user wants to see in our summary.
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3. Requirements

How do people actually choose what to watch? People tend to read a film
overview for movies they want to watch. Another vemyeiresting tendency is select
those movies in which your favorite actor/actress appears. In TV watching behavior,
for example, people consult program guides during viewing time to look for
information.

A rapid grasp of the video content is a great sourtaformation for every
user. Allowing users to browse different moments of the source video easily through
a relevant content representation allows them to temporally navigate avoiding
extensive search efforts on the full video and without sliding bars.

Snce the relevant content will be available in the final summary, additional
textual metadata should be added. Each object within the summary may be
described accessing the Internet. For instance, if Brad Pitt appears in the movie, a
user may want to seeis filmography in order to know which other movie has Brad
Pitt done. This can be applied objects too. Where can | butis car? What are its
technical specifications? The provider of the summary would want to add this
information hyperlinking all theseegions in the image. This leads to the question
G2 KFEd O2yGSyid A& NBtSOIFyld TFT2N daSNRERKSE

In the next section we try to answer this question by presenting a set of
requirements that the video summary should fulfill.

3.2 Requirements analysis

Our user regirement for fast and convenient content selection is derived
from related literature on video summarization (see Chapter 2 &hfP[7] [25]). The
outcome of this analysis is a list of ten requirements grouped in four categories:
priority, uniqueness, structurahdnavigability.

Priority requirements specify what type of content should be preferably
included in the abstractUniquenessequirements aim at avoiding redundancy in the
summary regions to achieve maximal efficien8yructuralrequirements deal with
the presentation of different regions within the result. Finallpavigability
requirements concern to the source video browsing options.

The next subsections contain a complete list of requirements for each
category thatour video summarization system should fulfill.
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3.2.1 Priority requirements

Priority requirements indicate which content should be preferably included in
the summary to convey as much relevant information as possible in each region of
the resulting image.

Requirement P.People and main characters

The system has to center on people as the most relevant content in the source video.
Viewers naturally are interested in seeing the characters that are part of the video;
therefore, frames including people shoé preferred for being included in the final
result.

Requirement P.Zast understanding

Although an image can contain storyline information, it has to contain frames with
widely known relevant objects. It will allow users to rapidly grasp the contertieof t
original video and they should be able to easily and quickly understand the included
content.

Requirement P.3/isual variability

Including different scenes within the video into the summary will allow our system to
be more efficient. Furthermore, contérand scene variability will help to maximize
the whole source understanding of the abstraction.

3.2.2 Uniqueness requirements

A summary should provide unique, noedundant information to be
efficient. Uniqueness requirements aim to penalize redundariaigéise content.

Requirement U.INonrepetition

An object map should not contain any repetition of a scene of the original video. This
means that we have to include as much different information as possible splitting the
video scenes correctly.

RequirementU.2Visual uniqgueness

Representing different content maximizes the efficiency of the video summary by
minimizing redundancy in the visual domain. This means that visually, the objects
included in an object map should be as different from each other asilges

Requirement U.Xharacters unigueness
The object map has to avoid redundancy when representing characters. Frames or
mapping regions showing main characters of a video should not be repeated.
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3. Requirements

3.2.3 Structural requirements

Structural requirements provide rules that constrain the content
presentation within the video summary.

Requirement S.Main characters excel

The more a character appears in the video source, the more relevance will she have
in the summary. This means that larger regions reitiresent the more important
content.

Requirement S.5tyle

Resized frames dRegions of InterefROI) should not be distorted. This means that
the chosen representative of each relevant object must be selected as the one with
less distortion after procesng. For instance, a large face will be less distorted than a
small one.

3.2.4 Navigability requirements

Quickly browse the video is contained in navigability requirements in order to
allow users selecting important scenes.

Requirement N.1Region boundaes

Users must understand which the boundaries between different region
representations are. This allows him to rapidly realize where he can browse different
timestamp content.

Requirements N.Metadata supplement
The system may be complemented with textumetadata. It should facilitate this
task by creating a textual description of the mapping structure.

3.3 Overview and priorities

In a real system, the implementation of each requirement has a cost in terms
of processing power, memory consumption aimhe required for computation. The
design is focused first to prioritize the requirements with the highest priority.
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Time consuming computation is not always a priority because we are talking
about an offline service. This means that the video source cantheduced in the
system at any time to be processed and the application will, eventually, generate an
object map representation.

Moreover, a distinction can be made between requirements that must be
fulfilled and requirements in which thdegree of fulfiment influences the quality of
the final result without invalidating it in case of incomplete fulfillment. We assign the
highest priority score, 1, to the ones that must be fulfilled while all the other cases
receive scores 2 and 3.

Requirement Priority
P.1 People and main characters 1
P.2 Fast understanding
P.3 Visual variability

U.1 Nonrepetition

U.2 Visual uniqueness

U.3 Characters uniqueness
S.1 Main characters excel
S.2 Style

N.1 Region boundaries

N.2 Metadata supplement

WNNEFENNEFEDN®W

Table1 Requirements overview and priorities
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Solution approach

After having the requirements that our contebaised video summary should
fulfill in Chapter 3, we specify the solution approach in Chapter 4. In this chapter we
further specialize and describe the implementation of the elements, constraints and
functionsthat appeared in Chapters 2 and 3.

The rest of this chapter is structured as follows: Section 4.1 provides an
overview of our solution approach that is further explained in subsequent sections.
Section 4.7 focuses on the development environment and allstieps necessary to
use the application.

4.1 Overview

Preparation Content selection Compositing
compositing

Shot Face detection Face clustering
segmentation

Fig.22 Proposed system architecture




Our approach to solve the video summarization generation problem consists
of three main steps: @reparationstep, acontent selectiorstep, and acomposite
step. Each step may also be divided into different architecture blocksHgp22
Proposed system architectureEach block aims at solving various requirements
described in Chapter 3 shows an overview of the requirements and architecture
blocks.
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P.1People and main characters X X X
P.2 Fast understanding X X X X X
P.3 Visual variability X X X X
U.1 Non-repetition X X
U.2 Visual uniqueness X
U.3 Characters uniqueness X
5.1 Main characters excel X
5.2 Style X X
N.1Region boundaries X
N.2 Metadata supplement X X

Table2 Overview of requiremats and architecture blocks

In the preparation step, the input video is sampled uniformly. Then, shot
boundary detection selects frames included in the summary. In this step we aim at
solving as many priority requirements as possible.

In the content seletion step we analyze selected keyframes to extract
relevant objects. We use object detection algorithms to locate regions of interest.
Firstly, we focus on faces as the most relevant object in content summaries. Adding
variability in the resulting object ap is a requirement that we want to solve at this
stage. We cluster same person faces using face recognition algorithms. Then, we
select largest faces in largest clusters as the representative to be included in the map.
Secondly, for general object detemti we perform a colebased similarity algorithm
or maximum matching score results in order to group similar objects and select a
representative for each detected object. In this step we aim at solving uniqueness
requirements as well as structural ones.

Fnally, incompositestep, we create a visually attractive image composed by
the most important content extracted in previous steps. We also want the object
map to be as intuitive as possible to improve the browsing experience through the
source video. Thaser must know what are the different regions and timestamps he

36



4. Solution approach

can navigate through. In this step we aim at fulfilling navigability requirements
properly.

Ly ySEG aSOirzya ¢S RSaONAoS [ttt of2010Q4
party software and apmaches (described in detail in Chapter 2) we have used and
those which have been rejected.

4.2 Shot segmentation

Video summary generation requires a temporal segmentation of the source
video. This process is nameshot boundary detectiorand shot detection by
researchers and there exist significant amauof methods. First, we perform a
uniform sampling of the source video. Then, we detect shot boundaries between
sampled frames. We have been working with different shot detection algorithms in
order to create the optimal temporal sampling of each video.

At this stage of the architecture block we aim at providing solutions to
various requirements. Firstly, the visual variability (requirement P.3); we detect
different scenes in order to reduce visual redundancy at the compositing stage.
Secondly, shot segmerttan is also related to the rapid understanding (requirement
P.2) of the video by plotting several shot representations (requirement U.1) trying to
obtain as much information as possible in the summary.

4.2.1 Uniform sampling

Firstly, a uniform samplingx&raction of the video frames is performed using
ffmped library wrapped by Java€yroject, a Java Interface to Open®nd other
commonly used libraries in the field of Computer Vision. Used programming tools are
described in detail in Section 4.7.

Thisextraction of frames is performed with a fixed sampling frame rate that
depends on the length of the source video and its frame rate:

2 http://www.ffmpeg.org/
® See Section 4.7 for further informati@bout the development environment.
* http://opencv.org/
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