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Abstract

This thesis degree is part of a project from the Image Group at UPC that is focused on
sign language translation using deep learning technologies. This thesis builds on top of
an existing database called How2Sign, that contains more than 83 hours of sign language
translation videos.

This database has some textual annotations aligned to a front RGB camera. The same
scenes are also captured by a side RGB and a front RGB-D cameras. These three cameras
are not synchronized, so it is necessary to align the segments annotated on the RGB front
camera to the other cameras. This thesis explores a solution based on the cross correlation
operator.

Our work is to process the coordinates of the joints of the subject that appears in the
videos, not from the point of view of image or video processing based on pixels.

The rst part if this thesis is to investigate the properties of the cross-correlation function
by locating short video segments of a long recording based on automatically extracted 2D
human poses. The experiments studied the impact of adding noise.

The second part applied the cross-correlation to try to align two videos with the same
scene, but recorded with di erent cameras from di erent points of view.
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Resumen

Esta tesis de nal de grado forma parte de un proyecto del Grupo de Procesado de
Imagen de la UPC enfocado a la deteccion de lenguaje de signos utilizando tecnolog as
relacionadas con deep learning. Este proyecto ya consta con una base de datos llamada
How2sign, que contiene mas de 83 horas de videos de traduccion de lengua de signos.

Esta base de datos contiene anotaciones textuales alineadas a una camara RGB frontal.
Las mismas escenas tambien son capturadas por una RGB lateral y una RGB-D frontal.
Estas tres camaras no estan sincronizadas, con lo cual es necesario alinear los segmentos
anotados de la RGB frontal con las demas. En esta tesis se explora una primera solucion
basada en la correlacion cruzada.

Nuestro trabajo consiste en procesar los puntos de las coordenadas de las articulaciones
del sujeto que aparece en los videos, no desde el punto de vista de procesado de imagen
0 video basado en p xeles.

La primera parte de esta tesis es investigar las propiedades de la funcion de correlacion
cruzada mediante la localizacion de segmentos cortos de v deo de una grabacion larga
basada en la extraccion automatica de las poses en 2D. Los experimentos tambien estudian
el impacto de anadir ruido.

La segunda aplica la correlacion cruzada para intentar alinear dos videos con el mismo
contenido, pero grabados con distintas camaras desde distintos puntos de vista.
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Resum

Aquesta tesi de nal de grau forma part d’un projecte del Grup de Processament d’Imatge
de la UPC enfocat a la deteccio de llenguatge de signes utilitzant tecnologies relacionades
amb deep learning. Aquest projecte ja consta amb una base de dades anomenada How2sign
que conte mes de 83 hores de v deos de traduccio de llenguatge de signes.

Aguesta base de dades conte anotacions textuals alineades a una camera RGB frontal.
Les mateixes escenes tambe son capturades per una RGB lateral i una RGB-D frontal.
Aquestes tres cameres no estan sincronitzades, amb la qual cosa es necessari alinear els
segments anotats de la RGB frontal amb les altres. En aquesta tesi s’explora una primera
solucio basada en la correlacio creuada.

El nostre treball consisteix a processar els punts de les coordenades de les articulacions
de I’subjecte que apareix en els v deos, no des del punt de vista de processament d’imatge
0 v deo basat en p xels.

La primera part d’aquesta tesi es investigar les propietats de la funcio de correlacio creuada
mitjancant la localitzacio de segments curts de v deo d’una gravacio llarga basada en
I’extraccio automatica de les poses en 2D. Els experiments tambe estudien I'impacte
d’afegir soroll.

La segona aplica la correlacio creuada per intentar alinear dos videos amb el mateix
contingut, pero gravats amb diferents cameres des de diferents punts de vista.
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1 Introduction

1.1 Purpose

Sign Language (SL) is the main, and most times the only, form of communication of people
with hearing problems. Nowadays, there are around 466 million people in the world with
di erent degrees of hearing di culties, of which the vast majority use SL to communicate.
The limitation of not being able to fully or partly use spoken language has been addressed
in di erent methods and technologies to improve their accessibility and try to make their
lives easier.

Figure 1: Classic motivation: Accessibility

A survey conducted in 2009 by the World Federation of the Deaf [1] revealed that more
than 60% of the countries that answered, did not have access to professional sign language
in education and health services. Also, professional sign language interpreters are even
more scarce in underdeveloped countries.

For this reason, many people are marginalized and discriminated against by systems that
do not provide them the right public services. This creates a huge communication barrier
between people with hearing impairments and their daily lives activities.

The situation has worsened recently due to the COVID-19, where most people wear a
mask most of the time they are talking, preventing lipreading, a skill that many deaf
people have developed to understand non-SL speakers. In addition, due to COVID-19
restrictions, it is very complicated to have in-person interpreters in several elds like
health or education, which makes it impossible for people to communicate in any way.

In the past 7 years or so, deep learning (DL) has grown exponentially and it is more
present in our lives every day. It has been proved that DL is a very good solution to
image recognition and processing problems, so why not try to adopt the principles that
have been successful to try to solve language translation problems.

Interaction with computers and phones has been going into the direction of talking to
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them. We interact with them mostly by voice, but why not start to interact with them by
signs? Besides the clear problem about people with hearing di culties not being able to
communicate, there are a lot more advantages to begin communicating by signs. Some-
times when using speech, is not suitable for the situation, like background noise, the best
solution is to sign.

So, why is DL the best solution for this? Mainly because in sign language there is not a
‘lookup table' where we can just match a sign with a letter or word, and with the help of
machine learning we can create a tool that automates the process and gives people with
hearing problems a solution to the communication gap problem.

To help solve this problem, the UPC GPI has started theSign Language Recognition,
Translation and Production [2] project, to achieve bidirectionality between speech and
sign language.

The rst of the steps to achieve this goal was to create a dataset called How2Sign[3] [4].

The How2Sign dataset consists of a set of speech and transcriptions of instructional videos
and their corresponding ASL translation videos and annotations. It is basically a collection
of 83 hours of instructional videos that were translated to American sign language and
recorded from di erent viewpoints including a depth sensor, the corresponding glosses
and speech alignment thanks to the alignment to the how2 dataset It covers more than
35000 sentences and more than 16000 english words.

The instructional videos translated into ASL come from the existing How2 dataset [5] [6],
a public multimodal and multilingual data set that provides us with the original spoken
video and the english transcriptions uploaded by the users. Following the same splits from
the How2, we selected a 60-hour subset from the training set and the complete validation
and test sets to be recorded.

Figure 2: How2Sign dataset representation

To the best of our knowledge, How2Sign is the largest publicly available SL dataset across
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languages in terms of vocabulary, as well as the largest ASL dataset in terms of video
duration.

This thesis addresses the alignment of two video recordings, recorded from di erent cam-
eras and points of view.

The rst camera is frontal and records in RGB and the second camera is positioned
slightly to the right of the subject and slightly further away and records in RGB-D. The
reason for aligning them is that the RGB camera recordings contain glosses, which are the
annotations corresponding to the signs being played back, and the RGB-D one does not,
but the second camera contains information about the depth of the subject in the video,
so it is much more useful for future operations. If we manage to align the recordings from
both cameras, we will be able to align the textual transcriptions with the RGB-D camera,
without the need of manual transcription.

1.2 Requirements and speci cations

As mentioned before in the Purpose section, we dispose of videos recorded from di erent
angles and with di erent cameras. The problem that appears right now is that only a group
of videos, those recorded with the RGB camera and referred @sordings earlier, contain
the English transcriptions, and our objective would be to be able to align them temporarily
with the rest of the videos, referred asideosearlier, the ones recorded with the RGB-D
camera, so we would not have to re-annotate the videos with english transcriptions, as it
involves a lot of manual work.

The videos recorded with the RGB-D camera do not contain these annotations, but they
are the most useful videos for 3D pose estimation, since they contain depth information,
hence the alignment problem.

There is a misalignment between the RGB and depth sensors, so the alignment problem
Is not only temporary, but also spatial.

Figure 3: Video alignment model
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The rst part of this project consists in studying how the cross-correlation varies between
frames of the same video, calculating it based on processing the coordinates of the joints
of the subject that appears in it.

In this rst part, it is also evaluated how the cross-correlation changes in the presence of
noise, and how it improves or worsens depending on the frame in which it is executed and
the body parts the thesis used in the processing.

The second part of my project consists of aligning a video clips, which from now on we
will call videos captured with an RGB-D camera, with a longer recording of the same
scene, which from now on we will callecording, captured with an RGB camera.

Solving the alignment would allow training DL sign translation models that could bene t
from RGB-D sensosrs.

The software speci cations include programming the code in Python and then uploading
it to Github together with the necessary documentation for further use for future work of
the project.

1.3 Methods and procedures

The methods and procedures followed in this project, which will be detailed later on in
the Methodology section, are depicted in Figure 4.
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Figure 4: Methodology

As we can see in the gure above, the process to follow will be the following: to clean
the body poses on the video and normalize their values, to adapt the frame rates of the
three videos, to experiment with the di erent sets of poses, and nally to calculate the
cross-correlation between th@ideosand the recording.

For the rst part of the project, the video to put to test is video 1, the procedure to be
followed will be as depicted above.

14



1.4 Work Plan - Gantt Diagram
The work plan of the whole project is the following:
1. WP1 Learning the framework of the project
(&) T1.1 Sign up to Imatge UPC Slack
(b) T1.2 Learn Python and Google Colab
(c) T1.3 Understand the datasets of the Image Processing group in CALCULA
(d) T1.4 Study options for video alignment
2. WP2 Test Openpose's running process
(a) T2.1 Copy the videos and recordings
(b) T2.2 Visualize the videos before processing
(c) T2.3 Try to extract the poses from Openpose
(d) T2.4 Find the pre-computed skeletons
(e) T2.5 Try running Openpose with di erent initialization instructions
(f) T2.6 Compare the results between the two
(g) T2.7 Understand the JSONs generated by Openpose
(h) T2.8 Watch the video with the skeletons on top
3. WP3 Adapt the videosand recording's properties
(@) T3.1 Check if the frame rate for both cameras is the same
(b) T3.2 Adapt the frame rates
(c) T3.3 Downsample de JSON les
(d) T3.4 Remove points from skeleton and check output
(e) T3.5 Plot the skeletons from the JSON les
(f) T3.6 Change the rate of the poses in the output JSON le
4. WP4 Test autocorrelation on one video
(&) T4.1 Run the auto-correlation on one video and extract conclusions
5. WP5 Clean, normalize, and correlate videos
(@) T5.1 Clean up the poses
(b) T5.2 Normalize the poses
(c) T5.3 Translate H5 to JSON les
(d) T5.4 Get the JSONSs ready to run the whole process
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(e) T5.5 Run the whole code and check results

As we can see in the work plan of the whole project, my contribution is a very small part
of it. My main task is T1.4 Align and compress depth data with video segments.

My Gantt Diagram has been the following:

Figure 5: Gantt Diagram (part 1)

Figure 6: Gantt Diagram (part 2)
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