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Abstract

A�ective computing, leveraged by machine learning techniques, is advancing rapidly in the
task of a�ect recognition in videos. However, there is a need for more annotated data. Several
studies have built huge video datasets with emotions annotations. Others have collected music
videos or �lm scenes datasets with physiological signals. Yet, none of them approached a solution
with both physiological signals and user-generated videos.

The work introduced here presents GALLUS, a novel database of user-generated videos with
a�ective physiological responses. The database is composed of 775 videos that have been pre-
viously annotated through an online crowdsourcing platform. Physiological responses such as
electroencephalography, electrocardiography, galvanic skin response, facial emotion recognition,
and eye-gaze have been collected from 30 participants while they watched the stimuli. Our
dataset will be made public to foster research in a�ect recognition.

Keywords: User-generated videos, physiological signals, a�ective computing, crowdsourcing.
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Resum

La computaci�o afectiva apro�ta de les t�ecniques d’aprenentatge autom�atic per avan�car r�apida-
ment en la tasca del reconeixement d’emocions en v��deos. Tanmateix, calen m�es dades anotades.
Diversos estudis han constru��t grans bases de dades de v��deos amb anotacions d’emocions. Altres
han recopilat bases de dades de v��deos musicals o escenes de pel.l��cules conjuntament amb senyals
�siol�ogiques. Per�o, cap d’aquests treballs ha abordat una soluci�o tant amb senyals �siol�ogics com
amb v��deos generats per usuaris.

En aquest treball presentem GALLUS, una nova base de dades de v��deos generats per usuaris
amb respostes �siol�ogiques afectives. La base de dades es compon de 775 v��deos que s’han anotat
pr�eviament a trav�es d’una plataforma de crowdsourcing en l��nia. Les respostes �siol�ogiques com
l’electroencefalogra�a, l’electrocardiogra�a, l’activitat electrod�ermica, el reconeixement de les
emocions facials i el seguiment de mirada s’han recollit de 30 participants mentre observaven els
est��muls. La nostra base de dades es far�a p�ublica per fomentar la investigaci�o en el reconeixement
d’emocions.
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Resumen
La computaci�on afectiva aprovecha de las t�ecnicas de aprendizaje autom�atico para avanzar

r�apidamente en la tarea del reconocimiento de emociones en v��deos. Sin embargo, se necesitan
m�as datos anotados. Varios estudios han construido grandes bases de datos de videos con
anotaciones de emociones. Otros han recopilado bases de datos de v��deos musicales o escenas
de pel��culas conjuntamente con se~nales �siol�ogicas. Pero, ninguno de estos trabajos ha abordado
una soluci�on tanto con se~nales �siol�ogicas como con v��deos generados por usuarios.

En este trabajo presentamosGALLUS, una nueva base de datos de v��deos generados por
usuarios con respuestas �siol�ogicas afectivas. La base de datos se compone de 775 v��deos que se
han anotado previamente a trav�es de una plataforma de crowdsourcing en l��nea. Las respuestas
�siol�ogicas como la electroencefalograf��a, la electrocardiograf��a, la actividad electrod�ermica, el
reconocimiento de las emociones faciales y el seguimiento de mirada se han recogido de 30
participantes mientras observaban los est��mulos. Nuestra base de datos se har�a p�ublica para
fomentar la investigaci�on en el reconocimiento de emociones.
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Chapter 1

Introduction

1.1 Project Overview

The project was carried out at the University of St. Gallen, in the Institute for Computer
Science (ICS-HSG). This work was developed as a bachelor thesis under a mobility program.

The project consisted on building a dataset of videos and physiological signals. Our challenge
was to use user-generated videos that had to be extracted from YFCC100M database [1], a
previous work from my advisor in the University of St.Gallen. Moreover, we aimed to collect a
bigger dataset than state-of-the-art projects.

We performed the physiological experiments in the Behavioral Lab, a research infrastructure
of the University of St. Gallen. Lab's resources were available free of charge to all HSG faculty
for experimental studies of human behavior in a controlled environment.

The dataset is namedGALLUS in honor of St.Gallen's founder.

1.2 Statement of purpose

The question is not whether intelligent machines can have any emotions, but whether machines
can be intelligent without any emotions.| Marvin Minsky (1927{2016)

The ability to recognize emotion is one of the special indications of emotional intelligence, an
aspect of human intelligence that has been argued to be even more important than mathematical
and verbal intelligence (Picard et al. [2]). There is also signi�cant evidence that rational learning
in humans is dependent on emotions.

This �ndings have led to the emerging �elds ofA�ective Computing [3] and sentiment anal-
ysis, which leverage human-computer interaction, information retrieval, and multimodal signal
processing for recognizing people's sentiments.

Despite the ever-growing amount of online social data, and the attempt of social networks to
stimulate users to tag their posts (with friends, content or even emotions), a�ective information
in user-generated content is often wrong. The reason is that tags tend to be sarcastic, personal,
and deviated from research purposes.

Therefore, large datasets in a�ective user-generated content, like ours, are critical for research
and exploration as data is required for performing experiments, validating hypotheses, analyzing
designs, and building applications. Over the years a�ective datasets have been put together for
research and development using images, songs, �lm scenes or music videos as stimuli, yet, none
of them contained user-generated videos. For this reason, our approach is a signi�cant and novel
work that will bene�t the community.
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1.3 Requirements and speci�cations

This dataset has been created as a tool that aims to be used for other researchers in the
future. It still has to be analyzed.

The requirements of this project are the following:

1. Collect a dataset that should allow the future development of deep learning models capable
of predicting the a�ective response of a human to videos, especially to video with a high
emotional content.

2. The dataset should extend the current state of the art in this type of video a�ective datasets.

3. Publish the dataset with the necessary documentation to be used by third parties.

The speci�cations are the following:

1. Extract the stimuli fromYFMCC100M[4] database.

2. Database size of 500 to 1000 videos.

3. Use the software platformiMotions (2018) [5] to design the data collection experiment.

4. Use the physiological sensors available in the Behavioral Lab.

5. Develop scripts for Data Management in Python1 and Jupyter Notebook2.

1.4 Work Plan

Being this a research-oriented project, it was di�cult to de�ne a detailed work plan ahead of
time: the next steps to take were generally conditioned on the latest obtained results. Besides,
due to the di�culties explained in Section 1.5, we have had several incidents and modi�cations
(Section 1.6) in the work plan. Thus, a work plan with added and removed Work Packages is
shown below.

1.4.1 Work Packages

� WP 0: Documentation

� WP 1: A�ective Computing Research

� WP 2: Experiment Design

� WP 3: Pilot Experiment

� WP 4: Crowdsourcig Annotations

1https://www.python.org/
2https://jupyter.org/
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� WP 5: Data Collection

� WP 6: Dataset Creation

� WP 7: Defense Preparation

� WP 8: Dataset Analysis and Training of a Neural Network (Future work)

A couple of Gantt diagrams were created throughout the project: One in the project proposal
and another one in the project critical review. Due to the constant incidences the plan changed
right after Gantts were delivered. However, a �nal Gantt is illustrated in Appendix A.

1.5 Challenges

Before explaining the incidents and modi�cations, we have to bear in mind three aspects that
made this project more di�cult.

First, the Institute of Computer Science of the University of St.Gallen was founded four months
before this project began. This has been a big problem as the servers were still under construction.
Moreover, the administration was hired in my �rst week in St.Gallen. Therefore, dealing with
administrative documents was always a struggle.

Second, the Behavioral Lab is a recent acquisition from the University of St.Gallen. Its
employees are still building up the lab and being trained to use lab's tools. Also, its facilities are
highly-demanded and a reservation is needed before its use.

Third, topics such as A�ective Computing or physiological data collection have not been
covered during my studies in ETSETB. It was an opportunity to gain knowledge, yet a challenge.

1.6 Incidents and Modi�cations

As a comment for the reader, this section will be better understood after reading Chapter 3.

The �rst signi�cant incident was the delayed arrival of the YFCC100M dataset. The dataset
was copied to several hard disks in DFKI (Kaiserslautern) and shipped to St.Gallen. It was
available to be used on the 1st of May. This drawback prevented us from handling any video
beforehand.

Technical problems with the ABM headset delayed the beginning of the experiment. The
electroencephalography tool was not sampling data at the desired frequency; therefore, we spent
a week solving this problem with the help of an iMotions technician. Finally, it was solved on the
2nd of May.

Due to the previous incidences, we decided not to train a deep neural network after the dataset
collection. Therefore, the original Work Package 8 was deleted from our plan.

Further preparation was added to our schedule as we realized the complexity and laborious-
ness of the experiment. First, we added a Pilot Experiment to evaluate the feasibility, time,
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cost, adverse events, and improve upon the study design prior to performance of the full-scale
experiment. It resulted to be good practice to get experience in using the tools and interiorizing
the experiment's procedure (as explained in Section 3.3).

After the pilot test, we noticed that stimuli were neutral and usually evoked no emotions. Given
the importance of stimuli, we preferred to spend more time and resources in a more consistent
selection of videos. This decision led us to Amazon Mechanical Turk. Using this crowd-sourcing
platform we would be able to collect previous annotations of the videos to make a wiser selection
of stimuli. These annotations would be the Valence-Arousal ratings of each video.

Two major reasons delayed the �nal experiment. First, the Behavioral Lab was booked by other
researchers from the 15th of May until the 7th of June. Second, my �rst contract ended on the
31st of May and a second contract could only start from the 11th of June due to administration
procedures.

Further incidents occurred at the beginning of the full-scale experiment. They are explained
in section 3.4 as they only a�ected Work Package 6.
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Chapter 2

State of the art
We will start discussing the issue of emotion classi�cation before moving on to the a�ective

computing de�nition. Then, we will mention recent and renowned works in the �eld of sentiment
analysis in relation to images, videos, and physiological responses. Finally, comparable works to
ours will be described.

In order to explain what \emotions" are, we will draw on results and discussions from psychol-
ogy. There is a long tradition of research on emotions, and yet it has not been possible so far to
produce a uni�ed, exact de�nition for the concept of emotion. Researchers have approached the
classi�cation of emotions from one of two fundamental viewpoints. First, emotions are discrete
and fundamentally di�erent constructs; e.g., Ekman's six basic emotions [6] (anger, disgust, fear,
happiness, sadness, and surprise). Second, that emotions can be characterized on a dimensional
basis in groupings. Russell's circumplex model of a�ect [7] and the pleasure-arousal-dominance
model [8] are some examples. Nevertheless, Robert Plutchik [9] o�ers a three-dimensional model
that is a hybrid of both basic-complex categories and dimensional theories.

A�ective Computing is \Computing that relates to, arises from, or deliberately in
uences
emotion or other a�ective phenomena" - Picard, MIT Press 1997 [10]. The motivation for the
research is the ability to simulate empathy. The machine should interpret the emotional state of
humans and adapt its behavior to them, giving an appropriate response to those emotions.

The computational inference of emotions in images has been studied extensively, partly stim-
ulated by the availability of the International A�ective Picture System (IAPS) database[11]. And
sentiment Analysis can also be performed in a multimodal approach. One of the �rst approaches
in this direction is SentiBank [12] utilizing an adjective-noun pair representation of visual content.

The human face plays a prodigious role in automatic recognition of emotion in the �eld of
identi�cation of human emotion and the interaction between human and computer. Researchers
often use Paul Ekman's Facial Action Coding System [13] as a guide. Facial expressions databases
[14][15] have led machine learning models [16] to improvement in emotion classi�cation perfor-
mance.

SEMAINE [17] is a large audiovisual database of face recordings as a part of an iterative
approach to building Sensitive Arti�cial Listener (SAL) agents. High-quality recordings total of
150 participants, for a total of 959 conversations with SAL characters, lasting approximately 5
minutes each.

Physiological monitoring is still in relative infancy as there seem to be more e�orts towards
a�ect recognition through facial inputs, as mentioned above. However, some studies claim that
physiological responses give more consistent emotional data. For instance, Lang et al. [18]
showed colored photographic pictures that varied widely across the valence-arousal dimensions
and measured facial electromyographic and visceral (heart rate and skin conductance) reactions.
Moreover, Ringeval et al. presented RECOLA [19], a multimodal corpus of spontaneous collab-
orative and a�ective interactions. Participants were recorded in pairs during a video conference
while completing a task requiring collaboration. Di�erent multimodal data, i.e., audio, video,
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ECG and EDA, were recorded continuously and synchronously.

We have to mention two more works that can be related to our project but still not fully
comparable. For the sake of our knowledge, Jiang et al. [20] present the �rst database relating
user-generated videos and emotions tagging. They introduce a dataset collected from YouTube
and Flickr with eight manually annotated emotions from the Plutchik's wheel. They also compute
and evaluate a large set of audio-visual features, and introduce the use of semantic attributes for
emotion prediction.

The HUMAINE [21] project was to provide the community with examples of the diverse data
types that are potentially relevant to a�ective computing, and the kinds of labeling scheme that
address the data. Thus, it provides a Database of naturalistic clips which record forms of feeling,
expression, and action that color most of human life.

2.1 Similar works

The following works to be described are datasets comparable to our approach; table 4.3
illustrates a comparison between datasets. All of them are publicly available.

DREAMER [22] is a multimodal database consisting of electroencephalogram (EEG) and
electrocardiogram (ECG) signals recorded during a�ect elicitation by means of movie videos.
Signals from participants were recorded along with self-assessment of their a�ective state after
each stimulus, in terms of valence, arousal, and dominance. All the signals were captured using
portable, wearable, wireless, low-cost, and o�-the-shelf equipment that has the potential to allow
the use of a�ective computing methods in everyday applications.

DECAF [23] is a multimodal data set for decoding user physiological responses to a�ective
multimedia content. Di�erent from other data sets because brain signals are acquired using the
Magnetoencephalogram (MEG) sensor, which requires little physical contact with the user's scalp
and consequently facilitates naturalistic a�ective response.

MAHNOB-HCI [24] presents a multimodal database recorded in response to �lm clips with
the goal of emotion recognition. Synchronized recording of face videos, audio signals, eye gaze
data, and peripheral/central nervous system physiological signals was captured while participants
watched emotional videos.

DEAP [25] is a multimodal data set for the analysis of human a�ective states. The electroen-
cephalogram (EEG), face video and peripheral physiological signals were recorded as participants
watched one-minute long excerpts of music videos. Moreover, participants rated each video in
terms of the levels of arousal, valence, like/dislike, dominance, and familiarity.

Last but not least, there is a very recent work that may bene�t our approach. As researchers
want emotion recognition systems to work across datasets, Gideon et al. focused on adversarial
methods to �nd more generalized representations of emotional speech following an easier to train
\meet in the middle\ approach. The model iteratively moves representations learned for each
dataset closer to one another, improving cross-dataset generalization. Their experiments focus
on cross-corpus training for speech emotion recognition, but, they suggest that these methods
could be used to remove unwanted factors of variation in other settings.
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Chapter 3

Methodology
In this chapter, the methodology followed to build the database will be explained. Firstly, the

way we selected the stimuli for the experiment will be narrated. Secondly, a de�nition of which
user data were chosen for the experiment will be discussed. Thirdly, a description of the pilot
experiment will be presented as a �rst practical approach to the real experiment. Lastly, details
about the �nal experiment will be described.

3.1 Video Stimuli

Experiments in human cognitive-behavior research typically involve some kind of stimulation
used to evoke a reaction from respondents. The two most crucial stimulus-related questions are:
Which stimuli do we need? In which sequence shall we present the stimuli?

Regarding the �rst question, we will use stimulating user-generated videos. This kind of videos
tend to be neutral and usually they are evoking no emotions. Thus, we require a proper stimuli
selection (see Section 3.1).

Presenting stimuli in the same sequence to all respondents bears the risk of sequential e�ects.
Respondents might rate the �rst stimulus always higher because they are still motivated, engaged
and curious. After two long hours at the lab, exhaustion might take over, so ratings might be low
even if the assessed stimulus exceeds all previous expectations. This will be avoided by presenting
stimuli in random order.

Furthermore, stimuli will be presented as illustrated in �gure 3.1. Given the time spent in
screens between stimulus, participants will get calmed to the default emotional state.

3.1.1 YFCC100M Database

According to requirement 1 (section 1.3), we chose the YFCC100M dataset created by Thomee
et al. [1] because of its large size and previous experience on it by Prof. Dr. Borth, one of its
co-authors. Thus, he could make it available easily, and he would be able to support throughout
the project.

Yahoo Flickr Creative Commons 100 Million Dataset (YFCC100M) is part of the Yahoo
Webscope program. This dataset is the largest public multimedia collection that has ever been
released, comprising a total of 100 million media objects, of which approximately 99.2 million are
photos and 0.8 million are videos, all of which have been uploaded to Flickr between 2004 and
2014 and published under a Creative Commons commercial or non-commercial license.

There are 4 characteristics that made this database suitable for our project:
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