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Abstract

Media producers publish large amounts of multimedia content online - both text, audio,
image and video. As the online media market grows, the management and delivery of
contents becomes a challenge. Semantic and linking technologies can be used to organize
and exploit these contents through the use of knowledge graphs. This industrial doctorate
dissertation addresses the problem of constructing knowledge resources and integrating
them into a system used by media producers to manage and explore their contents. For
that purpose, knowledge graphs and their maintenance through Information Extraction
(IE) from news streams is studied. This thesis presents solutions for multimedia un-
derstanding and knowledge extraction from online news, and their exploitation in real
product applications, and it is structured in three parts.

The first part consists on the construction of IE tools that will be used for knowledge
graph population. For that, we built an holistic Entity Linking (EL) system capable of
combining multimodal data inputs to extract a set of semantic entities that describe news
content. The EL system is followed by a Relation Extraction (RE) model that predicts
relations between pairs of entities with a novel method based on entity-type knowledge.
The final system is capable of extracting triples describing the contents of a news article.

The second part focuses on the automatic construction of a news event knowledge graph.
We present an online multilingual system for event detection and comprehension from
media feeds, called VLX-Stories. The system retrieves information from news sites, ag-
gregates them into events (event detection), and summarizes them by extracting semantic
labels of its most relevant entities (event representation) in order to answer four Ws from
journalism: who, what, when and where. This part of the thesis deals with the problems
of Topic Detection and Tracking (TDT), topic modeling and event representation.

The third part of the thesis builds on top of the models developed in the two previous
parts to populate a knowledge graph from aggregated news. The system is completed with
an emerging entity detection module, which detects mentions of novel people appearing
on the news and creates new knowledge graph entities from them. Finally, data validation
and triple classification tools are added to increase the quality of the knowledge graph
population.

This dissertation addresses many general knowledge graph and information extraction
problems, like knowledge dynamicity, self-learning, and quality assessment. Moreover, as
an industrial work, we provide solutions that were deployed in production and verify our
methods with real customers.

Keywords: Knowledge Graph Population, Natural Language Processing, Information
Extraction, Entity Linking, Named Entity Recognition, Named Entity Disambiguation,
Relation Extraction, Topic Detection and Tracking, Topic Modeling, Triple Validation
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Introduction

Today’s media and news organizations are constantly generating large amount of multi-
media content which is majorly delivered online. Computational approaches can govern
content creation, production, search, and the promotion and distribution of this content
to different audiences by automatically indexing and linking it to other contents, trends
on social networks or events reported in the news. With the increasing adoption of Ma-
chine Learning (ML) and Deep Learning (DL) in Natural Language Processing (NLP),
and the standardization of semantic technologies it is a particularly exciting time to
investigate and generate new solutions.

Content generated by media companies, whether it is in natural language text, images,
video or audio, is unstructured. Nevertheless, computers require data to be expressed in
a machine-readable (structured) format in order to exploit the knowledge embedded on it
and build intelligent applications, like search and recommendations. Manually extracting
this structured knowledge from contents is extremely expensive and unfeasible in practice,
therefore automatic methods for large-scale content understanding are needed. Moreover,
contents in the Web are presented in a multilingual fashion. It is needed, thus, some
language agnostic representation in order to link such multilingual contents.

Semantic technologies offer interesting solutions to establish universal representations
of real world entities and its relations through the use of knowledge graphs (KGs).
Knowledge graphs store collections of facts about people, things, and places in the world
and the relations between them. During the last decade, different research communities
have put great effort into building several noteworthy large knowledge graphs, like Free-
base [25], Wikidata [197], DBPedia [15], OpenCyc [116], YAGO [188], Google Knowledge
Graph1, Facebook’s Social Graph[193] and IBM Watson’s [64]. These systems are al-
ready widely used and important for many information retrieval tasks, and have been
robustly studied by the Semantic Web community.

With much of human knowledge residing in books and other text documents, knowledge
graphs have usually been constructed from processing natural language text. Informa-
tion Extraction (IE) is the NLP sub-field in charge of encoding text in a machine-
readable representation, i.e. transforming unstructured natural language text to strutc-
tured knowledge. IE techniques like Entity Linking (EL) and Relation Extraction (RE)
can be used for extracting useful metadata describing text contents. Nevertheless, con-
tent generated by media companies is often multimodal. Understanding entities and
relations in a multimodal manner allows for a more complete representation of the world
and thus a more robust system: multimodal data produces complementary and corre-
lated information, which provides additional redundancy for better robustness. There is
still a small number of knowledge graphs exploiting the visual part, but some are already

1https://blog.google/products/search/introducing-knowledge-graph-things-not/

https://blog.google/products/search/introducing-knowledge-graph-things-not/
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showing improvements and promising results for visual question answering [226], scene
classification and object detection[33], and visual reasoning [225].

One of the main problems with knowledge graphs is the knowledge acquisition bottleneck,
i.e. they are often constructed manually, using experts with specific domain knowledge
for the field of interest. However, real world is dynamic and it constantly grows on
relevant entities and changing relations. Specifically, in the field of news, events reported
often involve changes in relations and unknown entities that are not captured by these
resources, and are therefore missed by most knowledge graphs. Detecting these out-
of-knowledge-graph (OOKG) facts and their related emerging entities is crucial for any
knowledge graph maintenance process [87, 127, 168]. In particular, when willing to
provide efficient tools for media applications. Knowledge graph population is the task
of automatically doing this process, which usually encompasses IE techniques to extract
novel entities and facts.

In this thesis we address the creation and adoption of knowledge graphs to be used in
media applications. To do that, we deal with the aforementioned problems by proposing
a dynamic knowledge graph system which learns and updates entities and relations based
on the information extracted from aggregated news streams. News stories provide infor-
mation about real-world events and its progress in real time, containing thus emerging
entities and changes in relations. Moreover, working with information extracted from
already aggregated news provides redundancy between data, which helps into making
more robust decisions and thus building a more robust system. This is an industrial PhD
thesis, developed in an industrial context in Vilynx2 company. All the work presented is
deployed in production services and used by Vilynx’s.

To create this system capable of providing advanced knowledge services which under-
stands and learns from the real world, we divide the work in the three parts in which
this thesis is structured: a) construction of IE tools to extract entities and relations from
text, and integrate multi-modal information for a more robust disambiguation, b) detec-
tion of aggregated news and creation of an event-based knowledge graph, and finally c)
population of a knowledge graph with emerging entities and new facts detected from the
aggregated news, and its validation to generate high-quality data.

0.1 Objectives

In this section we define which are the objectives of this dissertation. The main goal of the
thesis is to create a system capable of providing advanced knowledge services
which understand and learn from the real world. To do that, we approach the
creation and population of a knowledge graph from aggregated news articles. This system
will encompass the construction of IE tools together with a real-time news event detection
and representation framework.

The complete system presented in this dissertation is schematized in Figure 0.1, where
the three sections of this thesis can be discerned. Now we enumerate the main objective
for each one of them:

• Part I: The goal of this part is the construction of IE tools capable of extracting

2https://www.vilynx.com

https://www.vilynx.com
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Figure 0.1: Scheme of the complete system presented in this dissertation. Part I consists
on the construction of IE tools for entity linking and relation extraction (yellow modules).
Part II is the creation of a real-time news aggregator, called VLX-Stories, which performs
clustering over articles parsed from news feeds collected from the internet. IE tools
presented in Part I will be used to extract metadata from the aggregated articles and a
property extraction module will be used to understand the 4Ws (“who”, “what”, “where”
and “when”) of the news story, plus the “topic”, to populate an event knowledge graph,
called VLX-Stories KG (green modules). Finally, Part III consists on the discovery of
emerging entities and the validation of novel facts from the aggregated news stories, to
populate VKG (purple modules).

entities and relations from text. We can divide our contributions into two parts:

– We aim to create an Entity Extraction system which combines multi-modal
information for a more robust Entity Linking.

– We aim to create a Relation Extraction system which encodes semantic infor-
mation to enhance its performance.

• Part II: The goal of this part is two-fold:

– First, we aim to detect events through the construction of a news aggregator
system. This module will deal with the tasks of topic modeling and Topic
Detection and Tracking (TDT).

– Second, we aim to construct an Event knowledge graph, called VLX-Stories
KG. We will study the construction of an Event Ontology, inspired on the
four journalistic questions of the ”who”, ”what”, ”where” and ”when”, and
the extraction of this information.

• Part III: The goal of this last part is the population of the general knowledge
graph presented in Part I, with the emerging entities and novel facts detected from
the aggregated news, and the validation of these facts to provide high quality triple
population.
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0.2 Research Question

With the growing amount of unstructured contents being generated daily by media com-
panies, the need for indexing such contents in an structured representation arises. Knowl-
edge graph’s entities can be used for tagging such contents, but most knowledge graphs
are highly incomplete, limiting their applicability. On the other hand, many of those
missing entities and facts are mentioned in the large amount of unstructured text avail-
able through news published in the Internet. In this context, the research conducted
in this dissertation can be understood as approaching an answer to the following ques-
tion: Can we generate a dynamic knowledge graph that updates according
to world changes by leveraging on the information in the news? Therefore,
this thesis tackles the challenge of automatically extracting information from news to
populate a knowledge graph. As the scope of such research question is broad, we narrow
our focus into building three interconnected modules, with its own research questions.

Part I of this thesis focuses on the extraction of information from media contents, and
is divided into the two main sub-tasks of IE: entity extraction and relation extraction.
First, an entity extraction system is created and we tackle two main questions: Can we
use multi-modal information to enhance entity extraction?, and Can textual
information (description, title) be used to label video contents?. Once entities
are extracted, relations between such entities are predicted in a relation extraction sys-
tem. To develop such system we investigate on: Can we use semantic information
to improve relation extraction systems?.

Part II pursues the detection of relevant news events and the extraction of information
from it. In this part the next questions are tackled: Can we create systems that
automatically detect events? and How can we extract and store semantic
representations of news events?. This part will use the knowledge graph and IE
systems developed on the previous two parts to generate semantic representation of the
events.

Finally, Part III combines the three previous parts for the detection of novel entities
and facts. We address the following question: Can we automatically detect world
changes?. Previous models will be combined with filters and validation tools in order
to populate the knowledge graph with relevant and reliable data.

0.3 Major Contributions

All the technical contributions presented in this dissertation have been published at peer-
reviewed venues or patented in the U.S.. Moreover, two Master thesis have been advised.

Peer-reviewed Publications

• Fernàndez-Cañellas, Dèlia, Joan Marco Rimmek, Joan Espadaler, Blai Garolera,
Adrià Barja, Marc Codina, Marc Sastre, Xavier Giro-i-Nieto, Juan Carlos Riveiro,
and Elisenda Bou-Balust. ”Enhancing Online Knowledge Graph Population
with Semantic Knowledge.” In International Semantic Web Conference, pp.
183-200. Springer, Cham, 2020.

• Fernàndez-Cañellas, Dèlia, Joan Espadaler, David Rodriguez, Blai Garolera,
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Gemma Canet, Aleix Colom, Joan Marco Rimmek, Xavier Giro-i-Nieto, Elisenda
Bou, and Juan Carlos Riveiro. ”VLX-stories: Building an online event
knowledge base with emerging entity detection.” In International Semantic
Web Conference, pp. 382-399. Springer, Cham, 2019.

• Fernández Cañellas, Dèlia, Joan Espadaler, Blai Garolera, David Rodriguez,
Gemma Canet, Aleix Colom, Joan Marco Rimmek, Xavier Giró Nieto, Elisenda
Bou Balust, and Juan Carlos Riveiro. ”VLX-Stories: a semantically linked
event platform for media publishers.” In Proceedings of the ISWC 2019 Satel-
lite Tracks (Posters Demonstrations, Industry, and Outrageous Ideas): co-located
with 18th International Semantic Web Conference (ISWC 2019): Auckland, New
Zealand, October 26-30, 2019, pp. 233-236. CEUR-WS. org, 2019.

• Fernàndez, Dèlia, Elisenda Bou Balust, Xavier Giró Nieto, Juan Carlos Riviero,
Joan Espadaler, David Rodriguez, Aleix Colom Serra, Joan Marco Rimmek, David
Varas, Issey Massuda, Carlos Roig. ”Linking Media: adopting Semantic
Technologies for multimodal media connection.” Proceedings of the ISWC
2018 Posters Demonstrations, Industry and Blue Sky Ideas Tracks co-located with
17th International Semantic Web Conference (ISWC 2018): Monterey, USA: Octo-
ber 8th to 12th, 2018, pp. 1-2. CEUR-WS. org, 2018.

• Fernandez, Delia, Joan Espadaler, David Varas, Issey Masuda, Aleix Colom, David
Rodriguez, David Vegas, Miquel Montalvo, Xavi Giro-i-Nieto, Juan Carlos Riveiro,
Elisenda Bou. ”What is going on in the world? A display platform for
media understanding.” In 2018 IEEE Conference on Multimedia Information
Processing and Retrieval (MIPR), pp. 204-205. IEEE, 2018.

• Fernández, Delia, David Varas, Joan Espadaler, Issey Masuda, Jordi Ferreira, Ale-
jandro Woodward, David Rodŕıguez, Xavier Giró-i-Nieto, Juan Carlos Riveiro, and
Elisenda Bou. ”Vits: video tagging system from massive web multimedia
collections.” In Proceedings of the IEEE International Conference on Computer
Vision Workshops, pp. 337-346. 2017.

Patents Granted

• Elisenda Bou Balust, Juan Carlos Riveiro Insua, Delia Fernandez Cañellas, Joan
Espadaler Rodes, Asier Aduriz Berasategi, and David Varas Gonzalez. ”Video
tagging system and method.” U.S. Patent 11,256,741, issued February 22, 2022.

Patent applications 3

• Juan Carlos Riveiro, Elisenda Bou, Delia Fernandez, Joan Espadaler et al. “Event
Knowledge Base with Emerging Entity Detection.” U.S. Patent Application
No. 62/853,047, issued May 26, 2019.

• Juan Carlos Riveiro, Elisenda Bou, Delia Fernandez, Joan Espadaler et al. “Entity
Based Content Processing.” U.S. Patent Application No. 16/566,635, issued
October 9, 2019.

3Following patents were applied by Vilynx SL. but were not completed due to Apple Inc. acquisition.
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• Juan Carlos Riveiro, Elisenda Bou, Delia Fernandez, Joan Espadaler et al. “Self-
learning Knowledge Graph, 2020.” 4

MSc Co-directed

• Joan Marco-Rimmek, “BERT-based Neural Relation Extraction with Dis-
tant Supervision”, 2020. Co-directed by Bou Balust, Elisenda; Fernández, Dèlia;
Peguroles Balles, Josep Rafael.

• Adrià Barja Romero, “Knowledge Graph Representations for Entity Dis-
ambiguation”, 2020. Co-directed by Bou Balust, Elisenda; Fernández, Dèlia; Pe-
guroles Balles, Josep Rafael.

4This patent application was never submitted do to Apple Inc. acquisition interfered.



Knowledge Graph

Since its inception by Google on 2012, the term knowledge graph has emerged as a
major interest area in Artificial Intelligence (AI) for both research and industry. Google
presented the Google Knowledge Graph with the motto of “making search about things
not strings”. Since then, other companies have invested in knowledge graphs, and several
KG-centric startups have emerged in multiple countries and continents. Nowadays many
well known AI-based products and applications are powered by knowledge graphs, like
personal assistants (e.g. Alexa, Siri and Google Assistant) or eCommerce tools (e.g. eBay
and Amazon).

In this part we will review some basic theory on knowledge graphs (0.4), semantic tech-
nologies (0.5), public knowledge graphs (0.6), and describe the media based knowledge
graph used in this dissertation, called Vilynx Knowledge Graph (VKG) (0.7). VKG will
be the core part of the technologies developed.

0.4 Background on Knowledge Graphs

As described by Kejriwal [104], a knowledge graph is a graph-theoretic representation of
human knowledge such that it can be ingested with semantics by a machine. In other
words, it is a way to express ‘knowledge’ using graphs, in a for which a machine would
be able to conduct reasoning and inference to answer questions in some meaningful way.

A knowledge graph typically contains an ontology (0.4.1), defining the semantic model,
and the data itself (0.4.2). In this Section we will describe the two parts of a knowledge
graph and its related components.

0.4.1 Ontology

Ontologies have become increasingly important with the use of knowledge graphs. The
term ontology was defined by Gruber in 1993 as a specification of a conceptualization
[74]. Later, on 2001, Noy and McGuiness presented a more operational description of
an ontology being a formal, explicit description of concepts in a domain of discourse,
properties of each concept describing various features and attributes of the concepts, and
restrictions on slots [142]. The ontology provides, thus, the schema and rules for inter-
pretation of the entities and facts comprising the domain knowledge. Even ontologies
may have some structural differences. These are the main shared components needed to
define an ontology:

• Types (classes or categories): are abstract objects that are defined by values
of aspects that are shared by members of a class [13]. For example classes may
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differentiate individuals with categories or types like “person”, “organization”, “lo-
cation”, etc. These classes can be related hierarchically being for example a root
type “location” a container of more specific types like “country”, “city” and “build-
ing”. Individuals in a category are known to have a set of properties or relations
related to it, as well as a set of constraints.

• Entities (instances): are basic objects representations within a domain [158].
Grammatically, entities tend to be nouns or objects mentioned in sentences and
represented by classes like “person”, “location” or “organization”. For example,
the English rock band “The Beatles”, or the 44th president of the United States,
“Barack Obama”, would be entities from a knowledge graph.

• Relations (properties or predicates): relations define how objects in an on-
tology relate to each other. Typically a relation is of a particular type (or class)
that specifies in what sense the object is related to the other object in the ontology.
Thus, relations can have a hierarchy being a relation “cast member” a super-class
of the relations “actor” and “director”.

• Axioms (rules or constraints): are formal descriptions of what must be true in
order for some assertion to be accepted as input. For example, we can define that
an instance of type “person” can only have a property “birth date”, or that two
entities related as “siblings” can not be related as “father” and “child”.

0.4.2 Data

The information queried from a knowledge graph is what we call data. It is the set of
instance knowledge stored, following the ontology schema and rules. It is defined in the
form of inter-connected entities (nodes) and relations (edges), constructing a graph
G. In the graph the entities connected through relations are formally defined as a set of
triples, being each triple a 3-tuple (h, r, t) where h is the head entity, r the relation and
t the tail entity. We can think of a triple as a formal description of a fact. For example,
the statement in NL “Barack Obama was born in Hawaii” can be expressed with the
triple 〈BarackObama, bornIn,Hawaii〉.

The entities in a knowledge graph correspond to universal semantic representations of
word concepts. So, while words are dependent from a specific language, entities are
represented by all words and multilingual aliases referring to the same concept. This
kind of representation allows for a) language independence, b) concept universality and
c) ontology structure, which allows for constrained representations of relations in the
world (as previously described in 0.4.1). Entities allow to discriminate between homonym
words and to merge synonymous keywords or aliases under the same entity ID, i.e. the US
basketball team “Golden State Warriors” is also referred as “San Francisco Warriors”
or “Dubs”, so they all represent the same semantics.

In Figure 0.2 we show an example of a knowledge graph structure for the entity “Marie
Sk lodowska-Curie” (Q7186, according to its Wikidata ID). From the example, notice
how entities can be of the form of world concepts (e.g. people, organizations, locations,
sports, etc.) or literals (e.g. dates, numbers, etc.). Entities are interconnected with
triples. However, some relations are only true under some constraints, for example,
Marie Curie and Pierre Curie marriage lasted from July 26, 1895 until Pierre death in
April 19, 1906. Qualifiers are used to express this additional knowledge from triples
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Figure 0.2: Example of a knowledge graph data and relations for the entity of “Marie
Sk lodowska-Curie” (with Wikidata ID Q7186). Entities are represented in blue boxes
and date literals in yellow boxes.

as auxiliary entity-relation pairs. Notice in the image how qualifiers (e.g. “start time”,
“end time” or “point in time”) are not applied to an entity, but to the triple itself. To
formally represent this information, an entity representing the triple is created, which is
called statement.

0.5 Semantic Technologies

The Semantic Web Community has provided several W3C standards, used for the storage,
representation, and sharing of information resources in the World Wide Web. In this sub-
section we will describe the three basic languages used for knowledge graph construction.

• Resource Description Framework (RDF)5: is a standard graph-based data
model, designed for representing and interchanging highly interconnected data on
the Web. It represents information in the form of triples or three-part structures
consisting of resources, where every resource is identified by an URI (representing
abstract “things”), literals (specific data values) and blank nodes. RDF does not
support any semantics on its own, other than those carried over from the XML
datatype definitions. Representing data in RDF allows information to be easily
identified, disambiguated and interconnected by AI systems. Knowledge graphs
are usually encoded as 〈subject, predicate, object〉 RDF triples.

• Web Ontology Language (OWL)6: is a family of description logic-based lan-
guages designed to represent rich and complex knowledge about things, groups of

5https://www.w3.org/RDF/
6https://www.w3.org/OWL/

https://www.w3.org/RDF/
https://www.w3.org/OWL/
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things, and relations between things. In knowledge graph construction they are
used to define ontologies.

• Shapes Constraint Language (SHACL)7: is a language for validating RDF
graphs against a set of conditions. It is used to maintain data integrity in a knowl-
edge graph by defining the set of rules and constraints that data in the graph must
be validated with.

0.6 Public Knowledge Graphs

Different communities and companies invest great efforts on generating their own knowl-
edge graphs. For example, open communities like the Linked Open Data Project (LOD) 8

created DBPedia KG; Metaweb Technologies, Inc. generated Freebase; Open Mind Com-
mon Sense generated ConceptNet; and big companies like Google, Facebook or IBM have
also defined their own knowledge graphs: Google Knowledge Graph9, the Google Knowl-
edge Vault [49], the Facebook Graph10 and IBM Watson’s Jeopardy System. Also, some
startup companies have specialized on generating knowledge graphs, like GraphAware11

or UniGraph12. Bellow, we briefly summarize the main features of those knowledge
graphs which are freely accessible and usable, and thus extendedly used in research:

• DBpedia13: DBpedia first release was in 2007. It is currently the most popu-
lar knowledge graph in the LOD cloud. DBpedia is created from automatically-
extracted structured information contained in Wikipedia, such as infobox tables,
categorization information, geo-coordinates, and external links. It contains links
to many other public knowledge graphs. Main DBpedia is in English, but linked
localized versions are available in 125 languages. DBpedia is used extensively in the
Semantic Web research community, but also some companies like the BBC [106] or
The New York Times [170] use it to organize their contents.

• Freebase: its first version was also released at 2007, by Metaweb Technologies,
Inc., before being acquired by Google Inc. on 2010. In 2015 Freebase shut down
its public services and integrated part of it with Wikidata [147]. Nevertheless,
Google Knowledge Graph still allows partially access to Freebase knowledge graph
through its public API14. In contrast to DBpedia, Freebase provided an interface
that allowed end-users to contribute to the knowledge graph by editing structured
data. It is multilingual and covers general knowledge.

• Wikidata15: it is a project of Wikimedia, which started on 2012 as a community
effort. Unlike previous knowledge graphs, Wikidata does not only store facts, but
also the corresponding sources, so that the validity of facts can be verified. Labels,
aliases and descriptions of entities in Wikidata are provided in more than 350

7https://www.w3.org/TR/shacl/
8https://lod-cloud.net/
9https://developers.google.com/knowledge-graph/

10https://developers.facebook.com/docs/graph-api
11https://graphaware.com/
12https://unigraph.io/
13https://wiki.dbpedia.org/
14https://developers.google.com/knowledge-graph/
15https://www.wikidata.org/

https://www.w3.org/TR/shacl/
https://lod-cloud.net/
https://developers.google.com/knowledge-graph/
https://developers.facebook.com/docs/graph-api
https://graphaware.com/
https://unigraph.io/
https://wiki.dbpedia.org/
https://developers.google.com/knowledge-graph/
https://www.wikidata.org/
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languages. It currently integrates equivalent Freebase IDs and other knowledge
base identifiers.

• OpenCyc: It is part of the Cyc project, which started in 1984 as part of Micro-
electronics and Computer Technology Corporation. The aim of Cyc is to store (in
a machine-processable way) millions of common sense facts such as “Every tree is
a plant.”. While the focus of Cyc in the first decades was on inference and reason-
ing, more recent work puts a focus on human-interaction such as building question
answering systems based. It is only in English language. Since Cyc is proprietary,
a smaller version of the knowledge graph called OpenCyc was released under the
open source Apache license.

• YAGO: it was developed in 2007 at the Max Planck Institute for Computer Science
in Saarbrücken and became publicly available at 2015. YAGO comprises informa-
tion extracted from the Wikipedia (e.g., categories, redirects, infoboxes), WordNet
[58] (e.g., synsets, hyponymy), and GeoNames [202]. All entity names are from
English Wikipedia, but can be translated.

0.7 Vilynx Knowledge Graph (VKG)

In this dissertation we will use Vilynx Knowledge Graph (VKG) as the core knowledge
graph of the technologies developed. This is a commercially-used knowledge graph, op-
erative on the production services of Vilynx. This knowledge graph, contains, thus, the
multi-domain and multi-lingual information and semantics needed to represent informa-
tion from media contents. In this section we will briefly overview its data model (0.7.1)
and data (0.7.2).

This thesis contributes to VKG, as it focused on the research, design and data integration
for the construction of the first version of VKG. However, the knowledge graph described
and used on next sections is more extensive than the initial work, so it is not presented
as a main contribution.

0.7.1 Ontology

VKG has an OWL schema inspired by Wikidata. Wikidata was chosen as an inspi-
rational baseline because of its open nature, real-time updates and strong community
participation. Equivalently to Wikidata, VKG is structured into items and properties
(also called relations). In the familiar terms of semantic technologies, items represent
individual entities and classes, and properties resemble RDF properties [51].

The ontology consists on 160 entity-types (or classes) with 21 root-types, and 126 different
relations between entities. All classes and relations are mapable to Wikidata classes and
properties. Some relations include also qualifiers, which indicate temporal constraints
for some properties. Moreover, the schema provides additional properties as external
identifiers from other knowledge graphs, descriptions and multilingual aliases (different
ways how an entity can be named). Relations in VKG are directed, however triples of
symmetric and inverse properties are added during data ingestion. Validation constraints
are added to properties and classes using SHACL, with the purpose of maintaining data
integrity.
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Table 0.1: Example of some of the VKG data stored for the entity “New York”. Relations
with other entities are excluded in the example. Alias in bold represent the main alias
name in each language.

External IDs Description Types Alias

wid: Q60,
fid: /m/02 286

City in the United States

Thing,
Place,
City,

AdministrativeArea

New York City (en)
The Big Apple (en)

New York (en)
NYC (en)

City of New York (en)
New Amsterdam (en)

Nueva York (es)
Ciudad de Nueva York (es)

Nova Iorque (pt)
New York (tr)

0.7.2 Data

In order to represent media content, the data in VKG contains general encyclopedic
knowledge in multiple domains. To fulfil this purpose, this knowledge graph integrates en-
tities from multiple external sources: Freebase, Wikidata, Wikipedia, IMDB and TMDB.
Moreover, it ingested several common noun entities from Wordnet 16. Its base triples are
mostly extracted from Wikidata dumps, which also integrate Freebase.

Because of the multilingualism of Vilynx’s customers, VKG is a multilingual base, which
currently integrates alias of entities in 11 different languages: English, Spanish, Por-
tuguese, Italian, German, French, Catalan, Greek, Dutch, Hindi and Turk. This knowl-
edge base results in a collection of over 3M entities, corresponding to multilingual vocab-
ulary of 16M words, and almost 15M triples, including 9M relations between entities and
5.5M types. Notice that the size of this collection constantly grows when new entities
are found on the Internet.

In Table 0.1 we present an example of some of the information saved into VKG for the
entity “New York” (Q60). Relations with other entities are excluded in the example.
See how for each entity VKG stores external identifiers to other knowledge graphs,
the entity description in English, the entity types and entity aliases in multiple languages.

16https://wordnet.princeton.edu/
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Introduction

On 2011, IBM Watson [84] was challenged to compete against the two highest ranked
players in a nationally televised Jeopardy! game [63]. This game consists on identifying
the person, place, thing, or idea described in general knowledge clues, and phrasing
each response in the form of a question. The computer showed an impressive capability
to understand and answer open-domain questions, beating the human contestants and
opening the door to many decision support applications. In order to prepare Watson for
Jeopardy!, IBM research scientists programmed it with several algorithms which made
it capable of understanding complex natural-language questions and analyzing several
sources of information in search for answers. To do that, they faced one of the most
currently standing challenges in Artificial Intelligence: how to go from unstructured to
structured data representations.

Much of human communication, whether it is in natural language text, speech, or images,
is unstructured. In particular, human knowledge generally resides in books, news articles
and other unstructured text documents. Nevertheless, computers require data to be
expressed in a machine-readable (structured) format in order to exploit the knowledge
embedded on it and build intelligent applications, such as semantic search, question
answering or machine translation.

Natural Language Processing (NLP) researchers have specialized in solving specific sub-
challenges when it comes to understanding the natural language expressed in these doc-
uments. In particular, Information Extraction (IE) [172] is an NLP sub-field specialized
on the automatic extraction of structured information such as entities, relationships be-
tween entities, and attributes describing entities from unstructured sources. The output
of IE frameworks are usually triples in the form: 〈subject, predicate, object〉.

This part of the thesis is dedicated to the problem of extracting structured knowledge
from unstructured data, by building IE tools for both entity and relation extraction. This
chapter introduces the problems behind unstructured data (1.1), the main IE approaches
(1.2) and an overview the contributions of this section (1.4).

1.1 Unstructured to Structured Information

With the raise of the Internet and the enormous proliferation of electronic content, un-
structured information (e.g., text, audio, and visual contents) is growing much faster
than structured information. Leveraging the knowledge underlying these data is essen-
tial for many decision making applications. Nevertheless, extracting this high-valuable
knowledge requires the combination of several intelligent systems.

In NLP, understanding the syntax, context, semantics, and different usage patterns, is
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needed to infer the meaning of words and phrases. While in structured information,
such as traditional databases, the data is well-defined and semantics are explicit, the
semantics behind unstructured information are often implicit and must be derived by
using background information and inference. Moreover, human language understanding
has to deal with synonyms, i.e. different words express the same meaning, and polysemy,
i.e. same words mean different things in different contexts.

Usually, unstructured knowledge residing in text documents is structured in large-scale
knowledge graphs which synthesize its semantic information. Encoding text as machine-
readable knowledge requires, thus, transforming syntactic constructs to semantic con-
structs. Such transformation consists on mapping names in text to real word entities and
identifying semantic relations among pairs of entities. For example, the word Apple may
refer to a fruit or to the company Apple Inc., but if found in the sentence “Steve Jobs
was the co-founder of Apple.”, we can infer by the context that it means the company.
Moreover, we can extract from the sentence the triple or fact 〈Apple Inc., Founded By,
Steve Jobs〉. IE tools cope with these tasks, going all the way from unstructured text
to an structured knowledge representation. In particular, entity extraction and relation
extraction systems are the base of IE, as will be described later in this chapter.

1.2 Information Extraction Paradigms

When designing IE systems there are two main questions to adress: “which noun phrases
are worth extracting facts about?” and, “which are the relevant relations that should be
extracted?” When answering these questions, two IE paradigms have emerged, depending
on the spectrum of the conceivable answers to these questions: Closed IE (or Ontology-
based IE ) [203] and Open IE [53] .

1.2.1 Closed IE

In Closed IE, also called Ontology-based IE, the IE process aims to retrieve automatically
certain types of information from natural language text. For example, a Closed IE system,
would process a set of web pages to extract information regarding geopolitical data (e.g.
country, population, capitals, cities, etc.). To guide this extraction process, some kind
of model that specifies what to look for is needed. Usually, ontologies serve this purpose
by providing a dictionary of entities and its types, and define relations of interest in a
specific domain. Ontologies are generally manually-specified by either developers of the
ontology or by domain experts.

In these systems there is a coverage limitation in the number of entities and relations
that can be populated:

• Regarding entity extraction, closed systems try to recognize entities from knowledge
graphs in corpus of text. This is the task of Entity Linking. These models do not
cover the detection of emerging entities or missing entities in the knowledge graph.

• In relation extraction, Closed IE approaches treat this task as a classification prob-
lem: given a pair of entities co-occurring in a text segment, classify its relation into
one of the predefined relation types. Pre-specifying relations of interest is a labori-
ous task, and training such systems requires for large datasets expressing relations
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on its different forms. As a result, these systems have traditionally only applied a
limited number of relations (of the order of hundreds or less). This leads to sparse
knowledge in terms of the relations populated.

1.2.2 Open IE

Open IE is defined as the task of extracting assertions from massive corpora without
requiring a pre-specified vocabulary [65]. These systems do not make assumptions about
the existence of entities or relations, and are thus ontology independent. Instead, all
noun phrases are considered to be entities and the system extracts a large set of relational
tuples. The most open systems consider any phrase with a pair of entities to be expressing
a relation. Open IE systems have been used to support tasks like acquiring common
sense knowledge [121] or learning selectional preferences [161], but offer poor precision
for knowledge graph construction.

Even if Open IE offers higher recall than Closed IE, these systems are very sensitive to
noise due to the lack of tightly enforced semantics on relations and entities. Also, the fact
that every noun phrase in Open IE is a possible entity increases the number of incorrect
entities picked in the entity extraction task (e.g. In the sentence “Two women have been
awarded the 2020 Nobel Prize in Chemistry”, “Two women” is the subject of the sentence
and an Open IE system may create an incorrect entity from it). Moreover, there is no
attempt to determine which noun phrases refer to the same entity (co-reference), which
difficulties the construction of consistent knowledge graphs.

1.3 Multimodal Information Extraction

Information extraction, has been traditionally defined as extracting information from
unstructured or semi-structured text. However, when dealing with news streams, a lot
of information is presented in visual or audio forms. Some research has shown that
multimodal approaches can provide better accuracy [70, 2]. These systems are based on
the premise that information that is difficult to disambiguate correctly in one modality
may be easily recognized in another.

Joint multimodal representations have been used for different applications, like visual
question answering [5], text-image retrieval [200, 208], image captioning [211], etc. But
the use of multimodal data in information extraction tasks has been little explored.

In this dissertation we explore how to integrate information extracted from multimodal
sources into an Entity Linking system.

1.4 Contributions

In the next chapters we will present the IE system constructed for Vilynx. It is based in
two main parts: multimodal entity linking and relation extraction.

In Chapter 2 we describe the entity linking system created. This system recognizes
named entities from text and combines it with information extracted from multimodal
sources in the disambiguation step. We demonstrate how the redundancy provided by
non-textual sources helps accomplishing a more accurate disambiguation.
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Then, in Chapter 3 we present a closed relation extraction system. This system is capable
of recognizing relations expressed between pairs of entities mentioned in a sentence.
We demonstrate how state-of-the art relation extraction methods can be enhanced by
exploiting semantic information encoded in the knowledge graph.

By concatenating both modules, we construct an end-to-end information extraction
framework. This system that extracts triples from text is the main tool needed for
knowledge graph population.
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Entity Linking

To comprehend what is being talked about in a text, we need to understand certain
information units: e.g. persons, organizations, locations or numeric expressions like
time, date and money. These information units are commonly called named entities [73].
However, such named entities are only mentions of entities in a text in their surface form
(i.e. the form of a word as it appears in the text), and are thus language dependent
and not unique. To really understand what a text is about, named entities need to be
disambiguated into knowledge graph entities. The task of Entity Linking (EL), which is
a core sub-tasks of IE, is identifying references to entities in text and mapping them to
knowledge graph entities.

The Natural Language Processing (NLP) community has largely investigated the extrac-
tion of entities from unstructured text. However, the World Wide Web contains vast
quantities of textual information in different formats (e.g. unstructured, semi-structured
or tabular), combined with non-textual forms of unstructured data (e.g. image, video or
audio). Such data forms were traditionally explored within their own fields, and little re-
search had been done on the intersection of communities. Nevertheless, such multimodal
information is often served together in news, blog posts or social media and is thought to
contextualize and complement each other. In this dissertation we take an holistic view
towards EL by mixing multimodal unstructured and semi-structured sources. We adopt
a more robust entity disambiguation by collectively exploiting several inputs and data
features.

In this chapter we first describe some background on traditional EL systems and re-
lated work (2.1). In the second part we introduce the holistic and multimodal entity
linking model that we have developed (2.2), which is able to perform real-time seman-
tic tagging by leveraging multimodal information and combining data from structured,
semi-structured and unstructured inputs. Finally we present experiments and model
evaluation results (2.3).

2.1 Background

Entity Linking (EL) is the task of recognizing knowledge graph entities in a unstructured
or semi-structured text. When dealing with this problem there are two main sub-tasks to
be solved: Named Entity Recognition (NER) and Named Entity Disambiguation (NED).

In Figure 2.1, we present an example with the two sub-tasks. First, NER seeks to
locate and classify named entities mentioned in a text into pre-defined categories such as
person names, organizations, locations, time expressions, quantities, etc. Once mentions
are located, NED searches for entity candidates in a knowledge graph and tries to link
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Figure 2.1: Example of a NERD task. 1) NER detects mentions of entities of interest
types and 2) NED links such mentions to entities in a KG by solving ambiguities. The
output is a set of unique entities (in the example Freebase entities are used).

each mention to an entity. As can be seen, when solving ambiguities, different mentions
of named entities, like “Frederick Bulsara” and “Freddie Mercury”, are unified into the
same entity, “/m/01vn0t ” (Freebase ID). The result of an EL system is a set of unique
and universal entities representing real world things.

Most of the state-of-the-art EL approaches are based on textual representations [113,
125, 39]. These approaches have proven their effectiveness on standard EL datasets,
such as TAC KBP [96], CoNLL-YAGO [88], and ACE [22]. These datasets contain
structured documents with rich context for disambiguation. However, EL becomes more
challenging when little textual context is available. On the recent years, some first works
on Multimodal Entity Linking have been published. Such works are mostly based on
social media [2, 135] and explore methods for adding visual features when disambiguating
entities from noisy text with little context, such as tweets. When working with news, we
also deal with data with rich multimodal information. News data can be of the form of
text, audio or visual (images and videos), as will be studied later in this chapter.

Next in this section we present the two tasks composing an EL model: Named Entity
Recognition (2.1.1) and Named Entity Disambiguation (2.1.2)

2.1.1 Named Entity Recognition

The first component in the EL pipeline is responsible for the detection of entity mentions
in the document, or named entities. Mention detection is closely related to the problem
of NER and a lot of systems perform it with NER techniques. In this section we will
focus on this technique for mention detection.

The term “named entity” was first used in 1996 at the sixth Message Understanding
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Figure 2.2: An example of a NER task.

Conference (MUC-6) [73]. In such conference, NER was defined as “the task of identify-
ing names of organizations, people and geographic locations in text, as well as currency,
time and percentage expressions”. Since MUC-6, NER has become an important pre-
processing step in many fields, like financial journalism [57], biology and bio-medicine
[12], and business intelligence [167]. As a result of this diversification, the original range of
named entities was progressively extended to include many other entity types depending
on the application (e.g., brands, genes, etc.). Nowadays, NER is an essential component
in any semantic enrichment or knowledge discovery system, but it also has several ap-
plications beyond IE, like machine translation [17] and question answering [134]. Due
to its relevance in many fields, various scientific initiatives have devoted much effort to
this topic during the past years: e.g. CoNLL03 [171], ACE [47], IREX [43], and TREC
Entity Track [19].

2.1.1.1 Task Definition

NER is the process of locating and classifying named entities in text into predefined
entity categories. Formally, given a sequence of tokens s = 〈w1, w2, ..., wN 〉, a NER
system outputs a list of tuples 〈Is, Ie, t〉, each of which is a named entity mentioned in
s. Here, Is ∈ [1, N ] and Ie ∈ [1, N ] are the start and the end indexes of a named entity
mention; t is the entity type from a predefined category set. For example, given the
sentence in Figure 2.2, the NER system recognizes three entities from the input sentence.

2.1.1.2 Methods

The techniques used in NER have evolved over time. Early NER systems made use of
handcrafted rule-based algorithms, while modern systems rely on machine learning and,
more recently deep learning techniques. In this section we will briefly describe different
NER approaches, and how they have evolved over time, in order to comprehend the
present challenges.

Rule-based methods: The first NER systems were designed in the early nineties.
Such models relied on refined linguistic knowledge and rules [57]. As such rules had to
be encoded manually by linguists, these approaches were extremely time-consuming and
costly to maintain. Moreover, such approaches tend to be high on precision but very
low on recall, due to the difficulty of manually providing an exhaustive list of all existing
possibilities.

Unsupervised Learning methods: Due to the cost of generating hand-crafted rules
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and annotated datasets, and the availability of huge corpora, unsupervised learning ap-
proaches became a popular solution. In general, these solutions use machine learning
techniques like clustering. For example, one can try to gather named entities from clus-
tered groups based on the similarity of context. Other unsupervised approaches use public
lexical resources [9], like Wordnet [130], or lexical patterns computed on a large unanno-
tated corpus using statistics [179, 54]. However, totally unsupervised approaches often
suffer from a lack of precision, leading researchers to experiment with semi-supervised
methods.

Semi-supervised Learning methods: The main semi-supervised technique is boot-
strapping, which requires for a set of seeds for starting the learning process [35, 160].
Due to the difficulties and cost associated with finding annotated data, semi-supervised
methods raised researchers interests over the years [137]. These methods reached similar
performance to supervised ones [139], and have shown to be able to improve traditional
supervised methods by using bootstrapping [94].

Feature-based Supervised Learning approaches: Classical machine learning NER
systems typically used feature-based supervised methods. Such systems read a large
annotated corpus, memorizes lists of entities, and creates disambiguation rules based on
discriminative features [138].

Deep Learning methods: Over the past few years, a considerable number of stud-
ies have applied deep learning to NER, obtaining the state-of-the-art performance [118].
These methods automatically discover representations from raw input and apply classi-
fication and/or detection in an end-to end manner.

2.1.2 Named Entity Disambiguation

NED is the task of mapping words of interest, such as names of persons, locations and
companies, from an input text document to corresponding unique entities in a target
knowledge graph. In this task, a set of words of interests, called named entities, mentions
or surface forms, have already been detected in an unstructured text. The task focuses
on the mapping of such words to entities.

Performing NED on real text data is often not trivial, and a robust NED algorithm must
deal with a number of different challenges. In Figure2.3 we present an example of NED.
In this text we have six mentions, with several possible links to Wikidata entities. Using
the named entity types given by the NER module we could discard some of the candidate
entities. However, this solution would only partially solve the ambiguity, as there may
be many candidates of the same type. To correctly perform NED all entities need to be
considered, and - thanks to the context - disambiguated to the correct entities. Following,
we list the most common challenges of NED [50]:

• Name Variants: entities can appear in different surface forms, because of abbre-
viations (NY), aliases (Big Apple) or spelling mistakes (New Yokr). Knowledge
graph completeness with different entity aliases is essential for dealing with this
challenge.

• Ambiguity: one of the biggest challenges when solving NED is when the same
mention refers to many different entities. This is a common challenge in natural
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Figure 2.3: An example of a NED task. For each mention detected by the NER system
NED chooses the corresponding knowledge graph entity from a set of entity candidates.
Correct entities are highlighted in blue.

language, as many entity names are polysemous.

• Absence: when processing large text collections, many entities will not appear in
the knowledge graph.

• Incomplete Information: robust NED systems should be able to correctly dis-
ambiguate entities with limited context.

• Scalability and Speed: industrial NED systems must provide results in in nearly
real-time, which can be challenging when dealing with large-scale knowledge graphs
with millions of entities and facts.

• Training: in this field, supervised datasets are mostly research oriented and usu-
ally contain a few hundred sentences. Therefore, training in a supervised fashion
is challenging and most of industrial systems use algorithmic and unsupervised
methods as they can provide greater flexibility and often better accuracy.

2.1.2.1 Task Definition

NED is the task of mapping entity mentions from a text to its corresponding knowledge
graph entity. Let M = {m1, ...,mn} denote a sequence of entities mentioned in a text A.
The surface form of mi is denoted by Name(mi). The named entity type of the entity
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mi is EntityType(mi). The surrounding context of mi can be extracted by Context(mi).
Given a knowledge graph containing a set of candidate entities for the mention mi, being
Emi = {e1

m, e
2
m, ...}, the NED task is defined as finding the mapping function f(mi) that

connects each mi in M to a unique entry ejm in Emi , or the absence of correct entity in
Em for a mention. In this case mi is labeled as “NIL”, whose meaning is unlinkable.

2.1.2.2 EL Methods

To decide which knowledge graph entity best matches the mentions in a text, we first
need to retrieve from the knowledge graph the set of entity candidates to map the men-
tion to. Once the candidates are retrieved, the problem consists on selecting the correct
entity among the group of entity candidates. While some works approach this as a
multi-class classification task[103], the most typical approach is to treat it as a ranking
problem [175, 177]. Entity ranking for disambiguation estimates how well a candidate
entity matches the context, involving various forms of filtering and scoring of the initial
candidate identifiers. An optional step is to determine unlinkable mentions, for which
the knowledge graph does not contain a corresponding entity. According to the described
steps, typical NED system consists of the following two modules: candidate entity gen-
eration, candidate disambiguation.

In the candidate entity generation module, for each entity mention m ∈M the system
returns entities from a knowledge graph (Em) the mention m may refer to. Approaches
to candidate entity generation are mainly based on string similarity between the surface
form of the entity mention and the alias of the entity existing in a knowledge graph. It
is crucial for the correct entity to be returned inside the candidate entities in order for
the NED system to succeed.

Next step in NED, and the most complex and determinant, is candidate disambigua-
tion. This consists on selecting a single entity, or none, from the set of candidate entities
identified for each mention. Modern disambiguation approaches usually combine two
kinds of features: individual and contextual. Individual features are meant to describe
the individual importance of entities and mentions, while contextual features express the
coherence of the entity in a given context. Depending on the context being measured we
can differentiate between contextual similarity and entity-relatedness features.

2.1.2.3 EL Features

Following, we discuss the features used by NED’s candidate disambiguation modules. We
divide them in the three kinds mentioned in the previous sub-section:

• Individual Importance: this kind of features rely on the entity alone or the entity
and the mention combined.They try to measure the match between a mention and
an entity without taking into account the context. These features can express either
similarity between the entity alias and the mention, or popularity.

When measuring similarity it can either be based on the text mention surface form
to the entity alias, or based on its semantic information, like entity types. Typical
types of text similarity used are Levenshtein and Hamming distances, or different
types of match.
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On the other hand, when talking about popularity it can refer either to the entity
popularity on its own, or the popularity of a particular entity given a mention.
Some popularity metrics to estimate how likely it is that a given text span will
be linked to an entity are keyphraseness [38], link probability [62] and commonness
[62, 131]. To measure the popularity of the entity itself, some typical and simple
estimates are link prior [156], which is defined as the fraction of all links in the
knowledge repository that are incoming links to the given entity, and pageviews[67],
which denotes the total number of page views of a Wikipedia entity in a period of
time.

• Contextual Similarity: these kind of features are based on the premise that
information surrounding a mention provides context for disambiguation. These
features are computed by comparing the text surrounding a mention with the tex-
tual representation (entity description) of the given candidate entity. Both the
mention’s context and the entity are commonly represented as bag-of-words and
the contextual similarity is computed using some similarity function F, being cosine
similarity the most commonly used, e.g. [28, 108, 156]. Notice that unlike individ-
ual features, which could be estimated independently of the document language,
contextual similarity features are language dependant.

• Entity-relatedness: these features aim to maximize the entity relatedness be-
tween all entities in a document, measuring the overall coherence. It can reasonably
be assumed that a document focuses on one or at most a few topics. Consequently,
the entities mentioned in a document should be topically related to each other. This
topical coherence is captured by developing some measure of relatedness between
entities. This relatedness can be extracted from the knowledge graph connections.
Another way of measuring relatedness can be based on the co-occurrence of entities
in a text corpus (e.g. Wikipedia). In order to operate, entities are projected to
some embedding space using knowledge graph embeddings or entity embeddings
approaches.

2.1.2.4 EL Approaches

An effective disambiguation system needs to combine local compatibility (which includes
individual importance and contextual similarity) and coherence with the other entity
linking decisions in the document (entity-relatedness) [18]. This can be expressed in an
overall objective function:

Γ∗ = arg max
Γ

(
∑

(m,e)∈Γ

φ(m, e) + ψ(Γ)) (2.1)

where Γ is a solution set of mention-entity pairs, φ(m, e) denotes the local compatibility
between the mention and the assigned entity, and ψ(Γ) is the coherence function for all
entity annotations in the same document. Depending on the optimization strategy, we
can differentiate between two disambiguation approaches: individual and collective.

• Individual disambiguation: considers mentions individually. This approaches
commonly cast the task of entity disambiguation as a ranking problem where each
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mention is annotated with the highest scoring entity or NIL if the highest score
falls under a threshold.

First EL approaches [38, 28] focused on local compatibility based on contextual
features, like similarity and popularity. These approaches would only take into
account the first part of equation 2.1, φ(m, e).

Later approaches improved EL by considering the other mentions in the document,
being called individual global disambiguation methods. This idea was introduced
by Cucerzan [39], who proposed the assumption of “entities in a document being
correlated and consistent with its main topic”. This work described an assignment
of entities to mentions that maximized the similarity between each entity in the
assignment and all possible disambiguations of all other mentions in the document.
This has the disadvantage of comparing also with incorrect disambiguation, and
thus including noisy data. Another strategy introduced later by Milne, consists in
first identify a set of unambiguous mentions in the document [131]. The problem
with this system is the assumption that there are unambiguous mentions, which
generally requires sufficient large documents to be true. Another approach more
recently introduced by Ferragina, combines ideas form the two previous methods
proposed, is TAGME [62]. This work presents a voting mechanism, where the score
for a given mention-entity pair is determined by a collective agreement, like in [39].
This score is based on the commonness and relatedness features presented in [131].

To globally optimize this coherence metrics is an NP-hard problem. However, good
approximations can be computed efficiently by considering pairwise interdependen-
cies.

• Collective disambiguation: considers all mentions collectively to make a deci-
sion. This second approach takes into account semantic coherence across multiple
entities in a context. In this case, all entity mentions are disambiguated together,
as a disambiguation decision for one entity is affected by decisions made for other
entities [175]. The main difference with individual disambiguation is how the max-
imization of coherence between all decisions is approached.

First global approach [108] optimizes globally the disambiguation by relaxing it to
a linear programming (LP) problem. More recent models use a graph structure
[88, 80]. These works represent the connections mention-entity and entity-entity
as a weighted undirected graph. The mention-entity edges capture the local com-
patibility between them, while entity-entity edges represent the coherence. This
representation allows for various graph algorithms to be applied.

More recent works proposed neural architectures. Random walk mechanisms are
a common algorithm for optimizing the graph with candidate entities [76, 148].
Globerson et al. [69] reduces the problem by introducing a model with an attention
mechanism that takes into account only the sub-graph of the target mention, instead
of all the mention candidates in a document. Other techniques approach the global
disambiguation with Conditional Random Fields (CRF) [66, 113], and later works
[207, 42] studied the application of language models like BERT [44].

Generally, collective disambiguation approaches tend to perform better than individual
ones, specially when the document theme is homogeneous. However, the space of possible
entity assignments grows combinatorially, in particular for long documents.
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2.1.3 Holistic Entity Linking

So far we described traditional EL approaches. These approaches consider text from a
single input, but more recent approaches tackle EL with an holistic point of view which
may include several inputs. In [143] a first survey with a review of these new approaches is
presented. This sub-section will follow parts of this paper, combined with a multimodal
EL perspective, to define the concept of holistics and review its applications, as an
introduction to our system.

According to Oxford Dictionary, holistic is “the belief that the parts of something are
intimately interconnected and explicable only by reference to the whole”. This concept
applied to EL can be understood as EL involving several kinds of inputs, techniques and
modalities. For example, the exploitation of distinct multimodal inputs, or the use of
diverse NLP tasks for information extraction.

Following, we list the key aspects of holistic EL, according to [143]:

• Distinct inputs and data features: Alternative inputs can be used to provide
entity descriptions and further knowledge to help EL. However, most EL systems
only use text from a single source, but the use of associated metadata, which may
include category keywords, locations or timestamps, can boost EL results. For
example, [93, 192] use the temporal context of microblog posts to disambiguate,
based on temporal entity popularity. Other possible sources are multimodal inputs,
which can be either visual or audio. Several works have already shown how using
visual data in EL improves disambiguation on social media posts [2, 135]. Using
diverse data inputs can boost EL results, specially when limited context information
is available.

• Diverse NLP tasks: The disambiguation step is usually preceded by the NER
task to do the mention detection. However, these tasks have been traditionally
considered independent and it has not been until recent years that some papers pro-
posed joint entity recognition and disambiguation methods [66, 125, 181]. Moreover,
information from other related NLP tasks can be used to improve disambiguation,
like Word Sense Disambiguation (WSD) or Part of Speech (POS) Tagging.

• Collective Disambiguation methods: In the definition of holism, it comes im-
plicit the collective understanding of the content. Thus, for an holistic EL system,
we expect disambiguation to be performed using global features and an optimiza-
tion that takes into account all content related information as a whole.

2.2 Method

When willing to perform semantic tagging from news contents, we often encounter that
the input is not a single text, but it can include: short text, long text, lists of keywords,
categories, dates, images, videos or audio. Such information complement each other
and the holistic understanding of it provides a better context of the whole content. To
correctly understand and tag such information, we require for entity extraction methods
to process information in an holistic and multimodal manner.
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Traditional information extraction focused on EL on unstructured text inputs, with a
single body of text. Such systems cannot handle multiple format inputs (unstructured
and semi-structured) or additional information from multimodal sources (image, video,
audio).

In this work we deal with the challenge of creating an EL system for news contents.
As previously mentioned, news combine different forms of text, plus multimodal inputs.
Thus, such system must be capable of disambiguating entities holistically. The require-
ments of the system are:

• Different Text Formats: we want to create a system capable of extracting entities
from news contents on the Web, by processing text from multiple inputs and formats
(unstructured and semi-structured). Text may consists on short sentences, like news
titles and headline descriptions; long text, like the body of a news article; and lists
of keywords or categories found on the metadata. Moreover, multiple URLs may
be used to describe a single content.

• Multimodal Inputs: contents on the Web have a lot of multimedia contents
associated. We want to generate an EL model capable of integrating information
extracted from multiple sources: text, image, video and audio.

• Language Agnostic NED: disambiguation systems usually depend on the lan-
guage to generate contextual features. This requires a NED model and datasets
for each language, which makes it hard to maintain and train because of the lack
of language-based annotated data. Moreover, the EL system created in this work
is going to be used for international customers. To facilitate the integration of
our technology to new customers we require our models to be as much language
independent as possible.

• Global Context: we work under the assumption that information from all inputs
has a global context. This will require features and scores that measure this overall
coherence.

Based on the listed requirements, in the next sub-sections we describe our Holistic EL
system. We focus on the fusion of multimodal data and the NED, as our main contribu-
tions. Computer vision and speech to text modules are out from the scope of this thesis
and we will treat it as black boxes. First, we will overview the whole framework (2.2.1),
and will continue describing the two modules we designed for this thesis scope: Mentions
Detection (2.2.2) and Holistic Named Entity Disambiguation (2.2.3).

2.2.1 System Overview

Our holistic EL system is designed to tag media documents found on the World Wide
Web, e.g. news contents or blog posts, by merging all multimodal information available.
In Figure 2.4 we display an schema of the system developed. The documents are in-
dexed with a rich collection of tags associated to knowledge graph entities. The system
provides semantic tagging from three different sources: visual, audio and associated text
(unstructured and semi-structured). Following, we summarize the behaviour of the main
blocks of the pipeline.
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Figure 2.4: Holistic Entity Linking system schema.

1. Document related metadata, like MRSS feed metadata or HTML fields, is processed
in the Interest Fields Filtering module. Such module selects the content from a pre-
defined set of fields, like keywords and categories. This textual content is considered
a list of named entities of interest that we want to disambiguate.

2. The unstructured text (e.g. title, description, article, post, etc.) is processed in
the Mentions Detection module. This module combines the output from a NER
system with the common nouns extracted from a POS Tagger, to output a set of
interest mentions.

3. The audio transcript from videos or podcasts is obtained through speech to text
algorithms in the Speech to Text module. The entity mentions in the audio are
extracted using the Mentions Detection module, as for the text sources.

4. The Optical Character Recognition (OCR) system detects the text appearing on
the images. This text is processed in the Mentions Detection module to extract
mentions of entities from it.

5. The Visual Entity Recognition is composed by many sub-modules and provides de-
tection of the people, places, logos and objects appearing on the video using deep
learning analytics. Such modules are trained to detect knowledge graph entities,
which will give redundancy and additional context for the textual entity disam-
biguation.

6. Finally, those mentions extracted from the multi-modal sources are linked to knowl-
edge graph entities by the Named Entity Disambiguation (NED) module. Contex-
tual information is enhanced in the collective disambiguation by leveraging infor-
mation from the detected visual entities.
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2.2.2 Mention Detection: NER and POS Tagging

The first step towards the generation of rich tags is retrieving mentions of interest, from
all textual unstructured sources available: short text, long text, audio transcripts and
OCR text. To do that, the system combines two different NLP techniques: NER and
POS Tagging.

As previously introduced in 2.1.2, NER is the task of identifying and categorizing key
information (named entities) in text. We will use a NER system to detect general entities
such as people, locations and organizations. Nevertheless, some common nouns are also
descriptive and of high interest to understand media contents. In order to extract such
mentions, we will complement the mentions extracted by the NER with nouns extracted
by a POS Tagger. POS Taggers label each word in a sentence with its word class or lexical
category (e.g. noun (NN ), verb (VERB), adjective (ADJ ), etc.). We will consider entity
mentions the nouns (NN ) detected by the POS Tagger.

Both tasks have been long studied by the NLP community, and many libraries incorporate
pre-trained models with state-of-the-art performance. Some of these models are even
designed for high speed processing, and industrial deployment. As in this part of the
thesis our contributions focus on the holistic disambiguation of entities, we decided to
incorporate an external library with pre-trained models for these tasks. In particular,
we will use Spacy [92] because of its state of the art performance, easy to use Python
implementation, multilinguality, and mature adoption in industry.

Finally, the mentions detected from unstructured text sources will be complemented with
keywords or categories coming from semi-structured text, like MRSS feeds or HTML
metadata. Most EL systems consider each individual mention in a text and its context
individually. However, our method aggregates all the same text mentions of entities
from different sources or different text occurrences in a unique mention. Such approach
assumes the holistic context of all multimodal inputs.

2.2.3 Holistic Named Entity Disambiguation

Classical NED consists on mapping mentions from a text to its corresponding knowledge
graph entities. Nevertheless, our holistic entity understanding requires the combination
of different entity mentions which can come from sentences of text (with context) or to be
isolated keywords. Moreover, the input may also include knowledge graph entities, rec-
ognized by the visual modules. Because of this holistic point of view, we will reformulate
the NED formal definition as follows:

Given a set of candidate knowledge graph entities EKG for a set of named entity
mentions M , and a set of contextual entities Ec, the EL tasks aims to find the mapping
function f(mi) that maps each mention m ∈M to its corresponding entity e ∈ E. In
case that the corresponding entity e for the mention m does not exists in EKG, m is
labeled as “NIL”, which means the mention is unlikable.

Similarly to the classical NED methods, our holistic NED will consist on two steps:
candidate entity generation and candidate disambiguation. First, for each mention, the
candidate entity generation module queries a knowledge graph for a maximum of K
entity candidates. Candidates are retrieved with an Elastic Search query, based on alias
similarity and type match with the surface form of the mention. This will reduce the
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problem to an small subset of the knowledge graph. Following, the retrieved candidates
for each mention will be called a group of candidates or candidates group.

Once the candidates groups are retrieved for each mention, mentions are mapped to can-
didate entities in the candidate disambiguation step. Disambiguation is approached
with an individual global dissambiguation approach, treating it as a ranking problem.
As described in 2.1.2.4, these scores combine individual features with collective ones in
order to select the best mention. Each group of features generates an independent score,
which we call individual score (2.2.3.1) and collective score (2.2.3.2). Both scores assign
a probability to the entity (e) - mention (m) pairs, of being the correct disambiguation.
Finally, the scores are combined in a final score, score(e,m), for each entity candidate.
The combined score for each entity can be expressed as:

score(e,m) = φ(e,m) + ψ(e|ē1, ..., ēN ) (2.2)

Where φ(e,m) is the individual score and ψ(e|ē1, ..., ēN ) is the collective score of the
entity, given the other selected entities. This score is used to rank the entity candidates
of each mention. Finally, mentions are annotated with the most highly scoring entity,
or the absence of corresponding entity (NIL) if the highest score falls below a given
threshold. The final set of entities selected for each mention can be expressed as:

Γ∗ = arg max
e∈Em

(score(e,m)) (2.3)

Next sub-sections describe how the two scores (individual and collective) are computed,
and which features are used in each.

2.2.3.1 Individual Candidate Scoring

Single or individual candidate scoring consists in evaluating the relation between the
mention m and each candidate entity eim individually. Namely, we want to compute the
probability of the candidate being the correct entity for a given mention, without any
extra contextual information. Thus, it consists in finding a scoring function φ(eim,m) :
Em ×M → R such that:

max
i

φ(eim,m) = em ∀m ∈M (2.4)

where em is the entity corresponding to the mention.

To compute such score, we formulate it as binary classification problem and keep the
probability of being valid as the individual score. This means that for each pair of an
entity mention m and candidate entity e, a binary classifier is employed to predict the
probability of the mapping being valid if the candidate entity e is the correct entity for
mention m or invalid otherwise. It is, thus, a supervised classification problem and any
classifier can be used for it.

To feed the classifier we need to compute a feature vector for each entity-mention pair.
Following the individual features used are described.

Feature Vector: When constructing the individual feature vector to represent an entity
candidate, the most typical features used are similarity features, popularity features and
contextual features. Similarity features try to model the similarity between the entity
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candidate alias and the mention surface form. Popularity features use prior knowledge
on the use of entities and mentions in an external corpus, to provide prior probabilities
of the use of an entity. Finally, contextual features, model the similarity between the
mention and the entity candidates given the text context where they appear. This last
feature is usually computed with word embeddings, making it language dependent, as
we would need embeddings for each language we process. On the other hand, these
features require mentions with text surrounding it, but in our holistic system we can
have mentions coming from list of keywords, which would not have this surrounding
context. As we are willing to create a language agnostic and holistic EL system, we do
not use contextual similarity features in our feature vector. Thus, the feature vector will
be constructed by features that measure the word similarity and the entity popularity.
Following, the used individual scoring features are described:

• Entity Prior: this feature measures how popular an entity is compared to other
entities in a knowledge graph. Given a corpus of documents, it is computed as the
number of documents where an entity e is mentioned, divided by the whole number
of documents in a corpus. In order to compensate the corpus bias and boost less
occurring entities, we compute a logarithmic ratio as in Equation 2.5, where ne
is the number of documents whre the entity e has been tagged, and N the total
number of documents. Statistically, more frequently entities are more likely to be
the right candidate.

P (e) =
log(ne + 1)

log(N + 1)
(2.5)

• String Similarity: Evaluates the string similarity between the mention and the
aliases of the entity candidate. Common string similarities used for this purpose
are Hamming distance or Levenshtein distance.

• Similarity Ratio: Other scores evaluating similarity between the mention and
entity aliases, use the ratio of common words between both. Inspired by [20], we
will create a three positions feature: sample ratio, partial ratio and sort ratio.
Sample ratio evaluates the direct ratio of similarity between the most similar alias
and the mention. Partial ratio measures if the different words of the alias are
included in the mention. And sort ratio measures if the words in the alias appear
in the mention but in inverted order.

• Type Similarity: Type similarity or type matching is a binary score evaluating
whether the extracted category type, extracted by the NER module, matches the
entity candidate’s types stored in the knowledge graph.

• Text Search Ranking: When we query the knowledge graph to get entity can-
didates, these are returned sorted by a similarity metric. The text search ranking
is, thus, the rank position of an entity candidate in the text search query response.
We will call it Rei = k, being an integer with values 1 ≤ k ≤ K, where K is the
maximum number of entity candidates allowed. Previous works have shown this
feature provides a lot of information [20].

Classifier: There exist lots of ways of aggregating these partial scores in order to define
φ(eim,m). Most common approaches use weighted averages and ML algorithms, widely
covered by the literature. This set of scores aggregated in φ will allow to have a good
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prediction of the best candidates for each mention. In the experiments section we will
evaluate the performance of different binary classifiers to decide which is the best one to
use for our use case.

2.2.3.2 Collective Candidate Scoring

Collective Candidate scoring intends to compute if an entity fits the context. In this
method, the holistic understanding of all multimodal inputs is translated to the assump-
tion of the existence of a common topic among all the input sources. To this end, all
entity candidates of all mentions are considered as a whole, and the score is collectively
optimized.

Assuming a common topic or context among all entities, implies that entities in the text
should be “related”, thus “similar” between them. To model and evaluate this similarity,
we will use the distance between entities in an entity embeddings space. We require a
similarity function S(e1, e2) : E2 → R which inputs two entities and outputs a score
about the semantic relationship of the entities. The most typical function to use is the
cosine similarity, as defined in Equation 2.6, where vei is the embedding representation
of an entity ei. According to this metric, similar entities will have a high cosine similarity,
whereas totally unrelated entities will have a lower one.

S(e1, e2) = cos(ve1 ,ve2) =
ve1 · ve2

||ve1 || · ||ve2 ||
(2.6)

The output of a collective disambiguation should be the path of entities that maximize
the collective scoring function ψ,as expressed in Equation 2.7.

(ēt1 , ..., ¯et|M|) = argmax
(e1,...,e|M|∈D)

ψ(e1, ..., e|M |) (2.7)

All possible candidate path combinations belong to an space D = E1 × ... × E|M |. Ide-
ally, since D is a finite set of paths, we could evaluate ψ in all of them and select the
best. However, this approach is unfeasible in practice, since the number of tuples grows
exponentially with the number of mentions, as expressed in Equation 2.8.

|D| = |E1| · ... · |E|M || (2.8)

In order to approximate such function we use the assumption proposed by [131], which
consists on assuming there are unambiguous entities. Based on the knowledge given
by the visual entities, as such recognitions are of high accuracy and provide an entity
identifier, we construct the initial context and optimize from it. In absence of visually
recognized entities, we use entities with very high individual score. Such entities provide
a set of disambiguated group of candidates, which we call reference candidates. Ac-
cording to the assumption of all entities sharing a common context or topic, we can state
that the non-disambiguated entities should be the most related to the reference candi-
dates, i.e. have high similarities with the reference candidates. With this assumption,
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we can define ψ(e) as in Equation 2.9, where L the number of reference candidates and
ēj are the entities corresponding to the reference candidates.

ψ(e1, ..., e|M |) =

|M−L|∑
i=1

|L|∑
j=1

S(ei, ēj) (2.9)

Given this approximation, we can compute the collective score of each entity sc and collec-
tively disambiguate each candidate group as the entity closer to the reference candidates,
as expressed in Equation 2.10

ēi = argmax
e∈Ei

ψ(ei|ē1, ..., ēN ) = argmax
e∈Ei

|N |∑
j=1

S(e, ēj) (2.10)

2.3 Experiments

In this section we present the evaluation of the proposed EL system and its applicability
as content tagger. To do that, we perform two independent experiments:

The first one measures the quality of the NED model with a dataset (2.3.1). We do
not measure the quality of the mentions detection module, because it is mostly based on
Spacy library, and our contribution is focused on the NED.

The second experiment (2.3.2) evaluates the quality of the extracted entities as video
content tags. This experiment is specially relevant to measure the quality of the system
as a commercial product for automatic tagging. For this evaluation we perform a human-
based rating through Amazon Mechanical Turk (AMT) crowdsourcing platform.

2.3.1 Model Evaluation

This first experiment measures the performance of the NED module. In this experiment
we will analyze features distribution, compare the performance of different classifiers and
the effect of adding entities recognized in visual sources.

2.3.1.1 Dataset

The NED model has been trained and evaluated with the VLX-News Dataset. This
dataset has been created by Vilynx with the purpose of training and testing the EL
model. It consists on a multilingual corpus of 170 news articles from Vilynx’s customers.
The text from the corpus has been processed by the mentions detection model presented
in Section 2.2.2 to extract entity mentions. For each mention, knowledge graph entity
candidates have been extracted by querying VKG, until a maximum of 10 candidates
per mention. The entity candidates have been annotated by a group of experts that, for
each mention, selected the correct entity from the group of candidate entities, or none if
any is correct. Final dataset includes sentences with a set of mentions detected with its
predicted entity type, and a group of entity candidates for each mention and the label
(correct/incorrect) corresponding to each candidate. In Table 2.1 we display the resulting
dataset metrics.
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Table 2.1: NED dataset metrics. In this table we display the amount of news articles
annotated in each language and the number of entities.

Language N articles N entities N correct entities N incorrect entities

English 128 82312 3400 78912
Portuguese 9 1669 86 1583
Spanish 29 15662 688 14974
French 1 1069 43 1026
Dutch 2 174 6 168
German 1 876 37 839
Total 170 101762 4260 97502

2.3.1.2 Features Analysis

To analyze the discriminativity of the features used in the individual scoring classifier,
we plotted the density functions of each one of the features for both classes (correct vs
incorrect entities). With this analysis we intend to visualize if the chosen features fulfill
our assumptions and are thus good discriminators.

• Entity Prior (Figure 2.5): correct entities tend to have greater prior values than
incorrect ones. However, there are entities that do not have any prior information,
specially for incorrect ones, which can produce a bias through this class for unseen
entities.

• Search Ranking (Figure 2.6): as expected, correct entities tend to appear in
highest ranking positions as entity candidates.

• Similarity (Figure 2.7): we can see how correct entities have a higher similarity
match (similarity = 1), while incorrect ones have a more uniform distribution.
Nevertheless, as the candidates are retrieved based on similarity, a lot of incorrect
entities have also the highest similarity.

• Type Match (Figure 2.8): In this plot we display with 2 the entities that match
the type of the mention, with 1 the ones that do not match, and 0 when there is no
associated type. Even the knowledge graph is missing a lot of types information,
we can conclude that types tend to match for correct entities.

• Simple Ratio (Figure 2.9) and Partial Ratio (Figure 2.10): both ratios tend to
have a value of 1 for correct entities. However, a lot of incorrect entities also have
this value, specially for the simple ratio similarity.

2.3.1.3 Training

The NED model described in Section 2.2.3 has two parts that need to be tuned: the
individual scoring function and the collective scoring.

For training the individual scoring function we construct feature vectors with the features
analyzed in the previous subsection (2.3.1.2). Apart from these features we want to add
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Figure 2.5: Entity Prior Figure 2.6: Search Rank

Figure 2.7: String Similarity Figure 2.8: Type Match

Figure 2.9: Simple Ratio Similarity Figure 2.10: Partial Ratio Similarity

Density Distributions of Dataset samples for each feature.

a feature indicating if an entity has been visually recognized in the videos or images
related to the news articles. However, VLX-News Dataset is only based on text data. To
simulate the multimodality of the corpus we created random mentions of entities with the
types recognized by the visual entity recognition models in Vilynx, which are: “person”,
“building”, “sport” and “brand”. These synthetic visual entities are chosen to match
other entities mentioned in the text, with a probability of 0.7, adding redundancy for
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these entities.

As individual scoring function of the NED pipeline, we tested different classifiers. These
classifiers are traditional ML models: gradient boosting, SVM with differnt kernels
(lienar, polynomial and RBF), random forest, bagging classifier and logistic regression.
We optimized parameters for each one of them. Neural classifiers are not considered
because of the little amount of training samples available.

The second part of the model consists on the collective scoring. For computing it we
require an entity embeddings model. We will use Vilynx’s entity embeddings, which is
a proprietary model trained with entity co-occurrences in a news corpus. As opposed to
the majority of knowledge graph embeddings, entity embeddings capture the semantic
similarity between entities depending on their relative distance. The objective for this
kind of embeddings is that the representation of semantically related entities are closer
in distance than unrelated entities. However, only 68% of the entities in the dataset have
an embedding, thus, entities without embedding will not have contextual score.

Finally, the dataset is partitioned into a train/test sets where 70% of the dataset articles
are set to train and the remaining 30% for test.

2.3.1.4 Results

The NED results are presented in Table 2.2. In this table we compare the overall system
performance with different classifiers and adding the visual entity feature vs not adding
it. Metrics displayed are computed setting a threshold of 0.5 to the final score. SVM clas-
sifier with Polynomial kernel is the one showing the best results, followed by SVM with
RBF kernel, reaching an f1-score of 0.82 and an accuracy of 0.74 when using multimodal
information. Notice in the results table how adding the information of visually recog-
nized entities increases a 5% th final f1-score for the SVM Polynomial and the accuracy
improves a 6%.

We also studied the effect of final score thresholds. This threshold has been optimized
through precision-recall curve. In 2.11 we display the resulting curves.

2.3.2 Tagging Quality Evaluation

The entities extracted by the EL system presented in Section 2.2 are used as tags to
describe the contents. Thus, in this context, we will refer to the entities associated to
the content as tags. These tags have relevant content metadata which is leveraged by
Vilynx’s search and recommendation products. In order to evaluate the quality of the
tags extracted with the presented EL system and its usability as content descriptors, we
designed a rating task. This experiment also intends to evaluate if video associated meta-
data can be used for leveraging relevant entities that describe video contents. Thus, this
experiment does not extract entities from visual nor audio data, only uses the associated
text and metadata.

The quality of the tags generated by the EL system proposed is assessed on a subset of
videos from the YouTube-8M Dataset [1]. The resulting entities are evaluated by human
raters from the Amazon Mechanical Turk (AMT) [144] crowdsourcing platform.

This sub-section describes the contents of the video subset used in the experiment, the
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Table 2.2: NED results comparison. For each of the tested classifiers we compare its
performance in terms of precision, recall, f1-score and accuracy.

Classifier Precision Recall F1-Score Accuracy

Traditional EL

SVM (Poly) 0.70 0.84 0.77 0.68
SVM (RBF) 0.68 0.86 0.76 0.67
SVM (Linear) 0.70 0.75 0.72 0.64
Random Forest 0.70 0.82 0.76 0.67
Bagging 0.69 0.83 0.76 0.67
Gradient Boosting 0.69 0.81 0.75 0.66
Logistic Regression 0.59 0.98 0.73 0.60

Multimodal EL

SVM (Poly) 0.76 0.89 0.82 0.74
SVM (RBF) 0.74 0.91 0.81 0.73
SVM (Linear) 0.78 0.83 0.80 0.73
Random Forest 0.77 0.84 0.80 0.73
Bagging 0.77 0.85 0.81 0.74
Gradient Boosting 0.69 0.81 0.75 0.66
Logistic Regression 0.64 0.99 0.77 0.66

statistics of the generated tags, and the assessment of their quality with AMT.

2.3.2.1 Dataset

Our experiments use a subset of 13,951 videos from the public YouTube-8M video dataset
[1], each of them annotated with one or more tags. Given the URL from each video, we
parse its contents to extract its textual unstructured and semi-structured information
(title, description and metadata). This text information may include different languages,
given the multilingual nature of the YouTube-8M dataset. Moreover, YouTube-8M la-
bels are Freebase entities, which allows a comparison between the original tags and the
enhanced tags that our system provides.

The 13,951 videos from the subset were randomly selected and cover a large vocabulary
with a wide number of topics. Figure 2.12(a) shows the distribution of videos included
in the subset for the top-20 most repeated entities. Notice how the subset has a bias
towards video games, vehicles, sports and music related entities, a distribution similar to
the full YouTube-8M dataset.

2.3.2.2 Tagging Statistics

A total of 34.358 distinct knowledge graph entities were extracted by the EL system from
the 14k videos. In Figure 2.12(b) we show the top-20 most repeated tags extracted by
our system, compared to YouTube-8M’s in Figure 2.12(a). Notice a similarity on the
top-level categories of the concepts: “Music”, “Vehicles”, “Video Games”, “Food” and
“Sports”.

The average number of entities per video extracted is 10.04, while the average number
of entities in YouTube-8M dataset for the same subset of videos is 3.64. Nevertheless, in
YouTube-8M tags have gone through a vocabulary construction, where all entities must
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Figure 2.11: Precision Recall Curve for the tested classifiers when varying the total score
threshold from 0.0 to 1.0 in 0.1 steps.
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Figure 2.12: Entities statistics from the AMT results.
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Table 2.3: Multilingual Tagging Statistics

Language #Videos Average #Tags

en 6,806 12.11
null 5,297 8.83
es 450 5.99
de 246 6.53
it 227 6.39
id 140 6.54
pt 135 4.54
nl 104 8.15
fr 90 5.68
ca 52 5.15
ro 49 6.83
tl 42 4.02
af 34 5.58
hr 30 6.06
no 28 5.92

Total 13,951 10.04

have at least 200 videos in the dataset, and also only entities with visual representation
are allowed, as described in [1]. In Table 2.4 we show a comparison of our extracted
entities with respect to YouTube-8M ground truth tags for three videos. Notice the
specificity and the higher quantity of entities our system provides.

Table 2.3 contains the average number of entities extracted depending on the language of
the contextual information. Language is recognized by using a Wikipedia based language
detection algorithm [180]. When we do not recognize the language (null in the table),
we treat it as English. Notice how, due to the fact that most of the videos in the subset
are in English, this produces a bias in the knowledge graph vocabulary, which is larger
for English aliases. Also, relations of English topics are better learned than others. As
a consequence, the average number of entities per video is higher when the contextual
information is in English.

2.3.2.3 Human Rating of Generated Tags

The automatic annotations from the contextual information can be noisy and incom-
plete, as it is automatically generated from video title, description, metadata and user
comments on social networks. The quality of the automatically generated entities was
assessed by human workers from the Amazon Mechanical Turk (AMT) online platform.
The entities from 1.4k randomly selected videos were shown to AMT workers, limiting
the experiment to videos in English and workers located in the United States.

In each HIT (Human Intelligent Task) from AMT, three different workers evaluated the
correctness of at most 10 entities assigned to the video, ranked according to a Vilynx’s
relevance scoring algorithm. If the video had more than 10 entities associated, the addi-
tional entities were not evaluated. The video summaries, title and description from the
video were shown to the worker on the user interface depicted in Figure 2.13. Workers
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Table 2.4: Comparison between Vilynx and YouTube-8M Tagging

Vilynx YouTube-8M Vilynx YouTube-8M Vilynx YouTube-8M

Baseball Game Thomas Robinson Basketball Minecraft Game

Alex Rodriguez Arena Sacramento Kings Video game Minecraft

New York Yankees Athlete New Jersey Server

New York City Baseball park Sport Browser extension

Yankee Stadium Stadium 2012 NBA Draft Tutorial

SportHit Home run Download

Home run Video game culture

Figure 2.13: Example of AMT HIT layout. On the left, video summaries are displayed
in loop, together with title and video description below. On the right, the extracted tags
for the video are shown for their evaluation with radio buttons.

were asked to decide if the entity were correct based on that information. For each entity,
the worker was asked to select one of these options: Correct, Incorrect, Do not know.
The ‘Do not know ‘ option was added because entities may be sometimes very specific
and difficult to recognize by a non-expert rater, but should not be considered incorrect
for this reason. An answer was accepted when at least two workers agreed on it. If all
three workers voted for the same option, we refer to it as ‘absolute correct‘. In case
of complete disagreement, or if workers vote for majority the ’Do not know ’ option, the
entity is discarded. Entities extracted by our EL system that also appear in YouTube-8M
ground truth were considered ‘absolute correct‘. Thus, these entities were not shown to
the workers, but are accounted in the provided results.

Table 2.5 provides the accuracy results. We obtained a correctness of 77.81% of the
entities evaluated, with a 77.31% of this entities with ‘absolute correctness‘ (agreement of
all 3 human raters or already in YouTube-8M annotations). Note that typical inter-rater
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Table 2.5: Tag Quality Evaluation Results

#Videos #Tags Total Accuracy

1,400 14,024 80.87

% Correct % Incorrect % Discarded

77.81% 18.27% 3.90%

agreement on similar annotation tasks with human raters is also around 80% [14, 145],
so the accuracy of these labels is comparable to (non-expert) human-provided labels.

We also analyzed the most repeated errors and uncertain tags. Figure 2.12 shows the
top-20 entities with more occurrences, evaluated as incorrect or discarded. Notice that
many of these entities are too generic concepts, such as ‘Lifestyle‘ or ‘Music‘, which are
often found on automatically generated metadata. Also, most of the incorrect entities
are abstract concepts, like ‘Enjoy‘, ‘Hope‘, ‘Year‘ or ‘Thought‘, that are often found on
contextual information but are not descriptive nor relevant to the video. Moreover, we
found some incorrect entities caused by repeated errors on the mapping from keywords
to knowledge graph entities, such as ‘Georgia Institute of Technology‘ coming from the
keyword ‘technology‘, ‘Trip Tucker‘ coming from ‘trip‘ or ‘Head of Mission‘ coming from
‘cmd‘ or ‘com‘.

2.4 Conclusions

In this chapter we presented an holistic EL system. Holistic approaches have the potential
to boost EL by exploiting several data features and processing methods to make the
highest possible number of semantically coherent links. The purposed system includes
many novelties, as the combination of multimodal inputs and different text formats for a
more robust and collective understanding of contents. Moreover, as stated in the system
requirements, we created a language independent NED model that focuses only on the
language dependencies to the mention detection module.

The EL system was evaluated with two experiments. The first experiment had the pur-
pose of getting an objective metric of the system performance and evaluate how visually
recognized entities improve overall system performance. It was evaluated with VLX-News
Dataset, which was used for both training and testing. The performance of different ML
classifiers was evaluating, getting an overall f1-score of 0.77 by the best performing sys-
tem (SVM Polynomial). This performance was improved by a 5% (reaching 0.82) when
simulating the addition of visually recognized entities.

The second experiment assessed the quality of the extracted entities as video content
tags. The EL system was tested on a subset of videos from the YouTube-8M dataset.
The tags generated were highly graded by human users exposed to a visual summary of
the video and its metadata. The accuracy of 80.87% is comparable to the inter-annotator
agreement of (non-expert) humans in the task of semantic annotation. This high quality,
combined with its capability of capturing not-only visual concepts, shows its capabilities
as a rich multimodal indexing system.

The presented EL system shows how an holistic understanding of contents can improve
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EL. The system described is also an industrial tool, which proved its accuracy and per-
formance with different media customers and tags thousands of media contents every
day.





3

Relation Extraction

The goal of Information Extraction (IE) is to extract specific kinds of information from
text documents and output them in a structured manner. In particular, named entities
and relations. Relation Extraction (RE) is thus the second step in an IE system, after
Entity Linking (EL), and is an indispensable task for answering user queries from un-
structured text more effectively. The task of RE focuses on understanding how entities
co-occurring in the same text segment relate to each other. When willing to recognize
relations predefined in an ontology, the RE task can be understood as a classification
problem.

In this chapter we will focus on studding closed, or ontology-based, RE methods. We
will start overviewing background knowledge related to this task (3.1), and continue by
presenting our contributions for enhancing state-of-the-art models by leveraging semantic
knowledge (3.2). Finally, we will present our conclusions (3.4).

3.1 Background

Relation Extraction (RE) [219, 81] is the task that seeks to extract semantic relations
between the detected entities in the text. In this section we will formally define this
problem (3.1.1), and overview the distant supervision concept (3.1.2) and methods used
to solve this task (3.1.3).

3.1.1 Task definition

In the RE task, we want to learn mappings from candidate facts to relation types r ∈ R,
where R is a fixed dictionary of relation types. We add the no-relation category, to
denote lack of relation between the entities in the candidate fact. In our particular

Figure 3.1: An illustration of a RE, where name entities have been recognized. The RE
tasks consists on extracting the relations or the absence of relations between entities.
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implementation, a candidate fact (x, e1, e2) is composed by a set of tokens x = [x0...xn]
from a sentence s, with a pair of entity mentions located at e1 = (i, j) and e2 = (k, l),
being pairs of integers such that 0 < i ≤ j, j < n, k ≤ l and l < n. Start and end
markers, x0 = [CLS] and xn = [SEP ] respectively, are added to indicate the beginning
and end of the sentence tokens. Our goal is, thus, to learn a function r = f(x, e1, e2)
that maps the candidate fact to the relation type expressed in x between the entities
marked by e1 and e2.

In Figure 3.1 we present an illustration of a RE task. In this example, candidate facts
would be constructed for all pairs of entities extracted, taking into account both relational
directions. In this particular example, the system would generate six candidate facts be-
tween each possible pair of the three detected entities. Then, a classifier would predict
the relation or absence of relation between the entities in the tokenized sentence x. No-
tice that as relations are directional, the candidate fact (x,MarieCurie, Poland) would
resolve on the relation CountryOfBirth, but the candidate fact (x, Poland,MarieCurie)
would resolve to noRelation.

3.1.2 Distant Supervision

One of the main problems in RE, is the lack of annotated datasets. Moreover, the publicly
available datasets are mostly in English language and only from specific domains, e.g.
news, bibliography or medicine. Such limitation prevents RE methods from scaling both
in the amount of relations, languages, and applicable domains. The distant supervision
[132] paradigm was presented as a method for automatically generating large RE datasets,
by stating:

”Any sentence that contains a pair of entities that participate in a known [...]
relation is likely to express that relation in some way.”

Based on this hypothesis distantly supervised datasets can be obtained by aligning knowl-
edge graphs with large text corpora that contain annotated entities.

Ridel et al. [159] noted that the distant supervision hypothesis was not true in many
cases. Namely, a sentence containing two entities that share a relation does not necessarily
express that relation. However, they did assume that if two entities share a relation, in
the whole corpus, at least one sentence in which the entities appear has to express the
relation. Therefore they relaxed the distant supervision hypothesis by introducing the
expressed-at-least-once assumption:

”If two entities participate in a relation, at least one sentence that mentions
these two entities might express that relation.”

The resulting dataset then consists in bags of sentences that contain pairs of entities
which are related with one another. Up until this point, all models made sentence-
level predictions. With the introduction of the new distant supervision hypothesis, bag-
level models were needed. This models make a single relation prediction for the whole
bag of sentences where an entity pair has appeared. From this point onward, we can
distinguish two kind of models, depending on the dataset form: sentence-level or bag-
level. Models that trained with supervised datasets or distant datasets created with the
original hypothesis are sentence-level, whilst models trained with distant datasets created
with the relaxed hypothesis from [159] are bag-level.
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3.1.3 Methods

RE methods have evolved over time from using hand-crafted and bootstrapped rules and
patterns, to sophisticated deep learning methods. In this section we will overview such
approaches.

3.1.3.1 Semi-supervised

Initial research efforts in RE focused on applying manually crafted or automatically
extracted linguistic rules and patterns. Most of these methods are semi-supervised and
rely on bootstrap learning. Semi-supervised methods consists on using a small dataset to
learn patterns with which to extend the initial dataset, and then repeating this procedure
in an iterative fashion. In general, these first methods had a decent precision, but the
recall was limited to relational patterns.

One of the first and most popular semi-supervised RE methods is DIRPE [27], which
presents the Pattern Relation Duality algorithm to extract triples from an initial set
of seed samples in an iterative way. Snowball [4] extends DIRPE by adding named
entity types and computing a confidence over the extracted patterns, in order to reduce
false positives. Lately, KnowItAll [54] presented an autonomous, domain-independent
system that extracts facts from the Web. Unlike previous systems, KnowItAll uses
only generic hand written patterns based on general noun phrases. URES [162] presents
an extension on top of KnowItAll to extract instances of relations from the Web by
taking as input the definition of the target relations. More recently, TextRunner[210]
introduced a novel approach which discovers relations automatically, without using any
seed of predefined relation types.

3.1.3.2 Supervised Machine Learning

In the supervised domain, the RE and classification tasks specifically refer to the classifi-
cation of an entity pair to a set of known relations, using documents containing mentions
of the entity pair [109]. Traditional machine learning methods for RE use annotated
datasets to optimize classical machine learning models like Support Vector Machines
(SVM) [77], voted perceptrons, Maximum Entropy (ME) classifiers [102], etc. Unlike the
pattern based algorithms, which predicted a single relation for each pattern, machine
learning methods are defined as multi-class classification problems, therefore training a
single model for all relations is enough.

Machine Learning methods can be divided in two groups: kernel based [212, 40, 29, 136]
or feature based [77, 102, 98]. Kernel methods use the kernel function during training
to evaluate the similarity between sentences, while feature based methods need to pre-
compute a set of features for comparison. Feature based methods integrate different kinds
of features extracted from the sentences (e.g. lexical, syntactic and semantic features),
in order to create representations which can be input into a classifier.

3.1.3.3 Supervised Deep Learning

With advances in deep learning and the increase in computational power, deep learning
models showed to surpass classical machine learning methods when large amounts of
annotated data is available.



48 Relation Extraction

The early works using deep learning for RE worked in training supervised models with
hand-annotated corpus [109]. In 2013 the first use of Convolutional Neural Networks
(CNN) for RE [124] was presented. This work tried to use a CNN to automatically
learn features instead of using hand-craft features. It was closely followed by [214], which
introduced the use of pre-trained word embeddings and a max-pooling layer after the
convolutional one, to capture most useful features. Lately, [141] was built upon these
previous models, incorporating convolutional kernels of varying window sizes to capture
wider ranges of n-gram features.

On the following years, researchers started studying how to exploit the large training
data created by distant supervision [132, 159] while being robust to the noise in the
labels. This was done by modeling the task as a multi-instance learning problem. Multi-
instance learning is a form of supervised learning where a label is given to a bag of
instances, rather than a single instance. In RE, an instance is equivalent to a tokenized
sentence with annotated entities. Piecewise Convolutional Neural Networks (PCNN)
model [213] presented a multi-instance learning paradigm, with a neural network model
to build a RE using bag-level distant supervision data. However, this model only used
the most-relevant sentence from the bag, loosing a lot of useful data. To address this
shortcoming, [123] used an attention mechanism over all the sentences in the bag. This
mechanism led to the effective use of all the informative sentences whilst reducing the
influence of wrongly labeled ones and showed improvements when using either CNNs or
PCNNs. Another way of addressing the problem of information loss in [213] is through
the use of multi-instance multi-label CNNs as in [99].

More recent works proposed methods for jointly extracting entities and relations. Co-
Type [157] computes embeddings for entities and relations, and projects new sentences
into the latent space where the corresponding entities and relations are found the closest.
Another work [224] proposed a combined architecture with a BiLSTM encoder-decoder
for entity extraction and a CNN for relation classification.

Another recent approach [154] incorporates the use of reinforcement learning to generate
a false-positive indicator to perform hard decisions on the validity of sentences, avoiding
both selecting a one-best sentence and calculating soft attention weights over bags of
sentences.

3.1.3.4 Supervised Deep Transformers

With the introduction of the Transformer architecture [195] many powerful language
models arose, like BERT [44], Transformer-XL [41] and GPT [155]. Given a text corpus,
a Language Model (LM) is a probability distribution over sequences of words from the
corpus vocabulary. Namely, a function able to predict the probability of any possible
sentence as a combination of the words that appeared in the corpus [34].

Language models can be used as a base to transfer existing knowledge of a model trained
for a specific task to another similar or related task. This technique is commonly used
in deep learning in order to save plenty computational power. In RE, as well as most
NLP tasks, new state-of-the-art was established by adding simple architectures on top of
pre-trained language models.

The most commonly used language model in RE studies is BERT [44]. It is an unsuper-
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vised transformer trained for two tasks: masked language modeling and next sentence
prediction (i.e. predict if a chosen next sentence was probable or not given the first sen-
tence). BERT’s model captures the contextual information of a word in a given sentence,
along with the semantic relation of a sentence to the neighboring sentences in building
the whole text [16].

One of the first language model adaptations for RE [178]. In this work a BiLSTM and
a fully connected one-hidden-layer is build on top of BERT to adapt it for RE. During
the training, they replace entity mentions by masks indicating subject/object function
and type, to avoid overfitting. R-BERT [204] presents an architecture that uses markers
to indicate entity spans in the input and incorporates a neural architecture on top of
BERT to add information from the target entities. A similar input configuration is
presented in Soares et al. [183], by using Entity Markers. Moreover, they test different
output configurations and obtain state-of-the-art results when training with Matching
the Blanks (MTB) method. Inspired by these previous works, SpanBERT [100] has been
proposed as an extension of BERT that uses a pre-training configuration which masks
spans instead of tokens. Other works like ERNIE [221], KG-BERT [209] or KnowBert
[149] propose enhanced language representations by incorporating external knowledge
graphs.

3.2 Method

As previously defined, RE is the task of predicting the relations or properties expressed
between two entities, directly from the text. Semantics define different types of entities
and how these may relate to each other. Previous works [164, 31] have already shown that
entity-type information is useful for constraining the possible categories of a relation. For
instance, family-related relations like Parents or Siblings can only occur between entities
of type Person, while Residence relation must occur between entities of type Person
and a Location. Recent advances in NLP have shown strong improvements on RE when
using deep models, specially deep transformers [195]. In this section, we explore different
input configurations for adding entity-type information when predicting relations with
BERT [44], a pre-trained deep transformer model which is currently giving state-of-the-
art results when adapted for RE. The remainder of the section starts by introducing
Type Markers (TM) (3.2.1), our novel proposal to encode the root type of the entities.
We follow by presenting the different input model configurations proposed to add Type
Markers (3.2.2). And we finish the section by presenting the experimental results (3.3)
on the proposed models.

3.2.1 Introducing Type Markers

In this thesis, we present the novel concept of Type Markers, which are used to add
entity-type background knowledge into the RE model. These markers are special tokens
representing the root type of an entity, e.g. [PERSON], [LOCATION], [ORGANIZA-
TION], [WORK], etc. These new tokens are added into BERT embeddings, and their
representation will be learned when fine-tuning our model. For each entity in a candidate
fact, its type can be extracted from the knowledge graph. However, as knowledge graphs
are often incomplete, type information may be missing for some entities. In this case,
the entity-type extracted by a Named Entity Recognition (NER) [112, 138] system can
be used. In the next section we propose two methods to include these tokens into the
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Figure 3.2: Entity Markers[183] Figure 3.3: Type Markers only

Figure 3.4: Entity and Type Markers

model input.

3.2.2 Models

This subsection presents different input configurations for the RE model. Following the
work from Soares et al.[183], we will take BERT[44] pre-trained model and adapt it to
solve our RE task. On top of BERT we add a Softmax classifier, which will predict
the relation type (r). As baseline for comparison we use Soares et al.[183] configuration
of BERT with Entity Markers. We will start by briefly overviewing their method, and
continue with our two configurations proposed to add Type Markers.

3.2.2.1 Entity Markers (Baseline)

As stated in 3.1.1, candidate facts (x, e1, e2) contain a sequence of tokens from a sentence
x and the entities span e1 and e2. Entity Markers (EM) are used to identify this entity
span in the sentence. They are four special tokens [E1start], [E1end], [E2start] and [E2end]
that are placed at the beginning and end of each of the entities, i.e.:

x̂ = [x0 . . . [E1start]xi . . . xj [E1end] . . . [E2start]xk . . . xl[E2end] . . . xn]

this token sequence (x̂) is fed into BERT instead of x. Figure 3.2 displays the described
input configuration.

3.2.2.2 Type Markers only

A first solution to introduce Type Markers (TM) into the system is replacing the whole
entity mention with the Type Marker. In this new configuration, there is no need to
indicate the entity span. However, we still need to indicate which entity is performing as
subject or object, because relations are directed. Thus, an Entity Marker for each entity
is still needed: [E1], [E2]. Figure 3.3 displays the model configuration, we use [Typeem ]
to refer to each entity Type Marker. The modified x which will be fed into BERT looks
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like:

x̂ = [x0 . . . [E1][Typee1 ] . . . [E2][Typee2 ] . . . xn]

3.2.2.3 Entity and Type Markers

Finally we propose a combination of both previous models. It consists on adding Type
Marker tokens without removing entity mentions nor any Entity Marker. Removing the
entity mention, as in the TM only proposal, the model looses contextual information that
may be useful for RE. In this configuration we try to provide the maximum information
to help the prediction. The resulting input x̂, displayed in Figure 3.4, is:

x̂ = [x0 . . . [E1start][Typee1 ]xi . . . xj [E1end] . . . [E2start][Typee2 ]xk . . . xl[E2end] . . . xn]

This model keeps the whole contextual information from the entity mentions, while
adding the semantic types of the entities.

3.3 Experiments

The presented contributions for RE have been tested in an experimental set up. The
different variations of the RE model, presented in Section 3.2.2 have been compared
considering two datasets: the well known TACRED [219] dataset, and the new TypeRE1

dataset [61] released during this dissertation.

3.3.1 Datasets

TACRED [219] is used with the purpose of comparing our system with other works.
This dataset provides entity spans and relation category annotations for 106k sentences.
Moreover, entity-types annotations for the subject and object entities are included.
There are 41 different relation categories, plus the no-relation label, and 17 entity-types.

However, TACRED is not aligned to VKG, limiting the applicability of the trained model
to cbe integrated into Vilynx’s systems. To overcome this limitation, in this work we
present the TypeRE dataset. This dataset is aligned with our ontology to be able to
integrate the RE model into our knowledge graph population system. As manually
annotating a whole corpus is an expensive task, we generated the new dataset by aligning
three public RE datasets with our ontology. The datasets used are: Wiki80 [82], KBP37
[215] and KnowledgeNet2 [129]. The entities from all three datasets were disambiguated
to Freebase [25] identifiers. For Wiki80 and KnowledgeNet datasets, Wikidata identifiers
are already provided, so the linking was solved by simply mapping identifiers. For KBP37
we disambiguated the annotated entities to Freebase ids using Vilynx’s NERD system
[59], as no identifiers are provided. For the three datasets, when an entity could not
be disambiguated or mapped to a Freebase identifier, the whole sentence was discarded.
For each entity, its root type is also added into the dataset. The included types are:
“Person”, “Location”, “Organization”, “Work”, “Occupation” and “Sport”. Sentences
with entities with not known types were discarded. Regarding relations, we manually

1https://figshare.com/articles/dataset/TypeRE_Dataset/12850154
2Only training data annotations are publicly available

https://figshare.com/articles/dataset/TypeRE_Dataset/12850154
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Table 3.1: Comparison of RE datasets. For each dataset we display the total number of
sentences (Total), the number of sentences in each partition (Train, Dev and Test), the
number of relational categories, and the number of unique entities labeled.

Dataset #Total #Train #Dev #Test #Relations #Entities

TypeRE 30.923 24.729 3.095 3.099 27 29.730

KnowledgeNet[129] 13.000 10.895 2.105 - 15 3.912

Wiki80[82] 56.000 50.400 5.600 - 80 72.954

KBP37[215] 20.832 15.765 3.364 1.703 37 -

Table 3.2: Test performance on the TACRED relation extraction benchmark.

Dev Test

Precision Recall F1 Precision Recall F1

ERNIE[221] - - - 69.9 66.1 67.9

SpanBERT [100] - - - - - 68.1

BERTEM [183] 65.8 68.4 67.1 67.8 65.3 65.5

BERTTM 66.3 71.0 68.6 67.8 69.4 68.5

BERTEM+TM 69.6 69.0 69.3 70.3 67.3 68.8

aligned relational categories from the datasets to our ontology relations. In order to
make sure external dataset relations are correctly matched to ours, we validated that all
triples in the dataset had a valid root domain and range given the relation, and discarded
the sentences otherwise. Sentences from relations not matching our ontology and from
relations with less than 100 annotated sentences, were discarded.

The dataset metrics are presented in Table 3.1. In comparison with the origin datasets.
Type-RE is composed by 30.923 sentences expressing 27 different relations, plus the no-
relation label, being a 73.73% of the total data from Wiki80, 19.85% from KBP37 and
6.42% from KnowledgeNet. The partition between train, develop and test sets was made
in order to preserve an 80-10-10% split for each category.

3.3.2 Results

In this section we compare the proposed input configurations to combine Type Markers
(TM) and Entity Markers (EM), against the baseline model, BERTEM[183]. For all
variants, we performed fine-tuning from BERTBASE model. Fine-tuning was configured
with the next hyper-parameters: 10 epochs, a learning rate of 3e-5 with Adam, and a
batch size of 64.

Table 3.2 presents the performance on the TACRED dataset. Our configuration combin-
ing Entity and Type Markers, BERTEM+TM, exceeds the baseline (BERTEM) by a 3.3%
F1 and BERTTM exceeds it by a 3% F1, on the test set. The two proposed implementa-
tions also obtain better F1 score than ERNIE [221] and SpanBERT[100], when trained
with base model. Some works [183, 100] have reported higher F1 scores with a larger
BERTLARGE language model. The very high computational requirements of this model
prevented us from providing results with them. However, published results [183] on our
baseline configuration (BERTEM) show promising possibilities to beat state-of-the-art
when training our proposed models on BERTLARGE.

Table 3.3 shows performance for the three input configurations on the TypeRE dataset.
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Table 3.3: Test performance on the TypeRE relation extraction benchmark.

Dev Test

Precision Recall F1 Accuracy Precision Recall F1 Accuracy

BERTEM [183] 84.3 86.9 85.6 90.9 87.0 88.3 87.6 92.1

BERTTM 80.4 86.6 83.4 89.1 81.5 88.5 84.8 89.7

BERTEM+TM 88.4 87.0 87.7 93.2 90.2 89.5 89.9 93.7

Our proposed configuration, BERTEM+TM, achieves the best scores of the three config-
urations with a 2.2% F1 improvement over the baseline. However, BERTTM decreases
overall performance in comparison to the baseline, while for the TACRED dataset it per-
formed better. We believe this difference is because the granularity on the types given in
TACRED (17 types) is higher than in TypeRE (6 types). This increased detail on types
taxonomy provides a better representation an thus improved classification.

Regarding individual relations evaluation, we observed type information helps improv-
ing detection of relations with less training samples, as it helps generalization: e.g.
”PER:StateOrProvinceOfDeath” and ”ORG:numberOfEmployees”, some of the relations
with less data samples in the TACRED dataset, improve the F1-score by a 32% and 13%
correspondingly when using BERTEM+TM.

3.4 Conclusions

This chapter has presented opportunities for enhancing the quality of a RE system by
combining IE techniques with Semantics. The relation extractor model proposed im-
proves performance with respect to the baseline, by adding entity-types knowledge. To
introduce types information, we have presented Type Markers and proposed two novel
input configurations to add these markers when fine-tuning BERT. The proposed models
have been tested with the widely known RE benchmark, TACRED, and the new TypeRE
dataset, presented and released in this work. For both datasets, our models outperform
the baseline and show strong performance in comparison to other state-of-the-art models.

As future work, we plan to study novel RE architectures which integrate knowledge graph
information into the language model representation, inspired by [149].
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Table 3.4: TACRED relations results

BERTEM BERTTM BERTEM+TM

Samples P R F1 P R F1 P R F1

per:age 200 0.81 0.97 0.88 0.85 0.85 0.85 0.82 0.96 0.88

per:other family 60 0.42 0.55 0.47 0.7 0.43 0.54 0.54 0.55 0.55

per:city of death 28 0.57 0.29 0.38 1 0.21 0.35 0.63 0.43 0.51

org:founded 37 0.71 0.95 0.81 0.78 0.86 0.82 0.73 0.86 0.79

org:top members/employees 346 0.68 0.68 0.68 0.74 0.84 0.79 0.73 0.82 0.78

per:cause of death 52 0.6 0.17 0.27 0.85 0.33 0.47 0.62 0.31 0.41

per:parents 88 0.7 0.65 0.67 0.7 0.7 0.7 0.75 0.68 0.71

org:member of 18 0 0 0 0 0 0 0 0 0

org:shareholders 13 0 0 0 0.67 0.15 0.25 0 0 0

org:political/religious affiliation 10 0.43 0.3 0.35 0.67 0.2 0.31 0.62 0.5 0.56

per:religion 47 0.55 0.64 0.59 0.49 0.6 0.54 0.81 0.36 0.5

per:city of birth 5 0.25 0.4 0.31 0.4 0.4 0.4 0.67 0.4 0.5

per:stateorprovince of birth 8 0.43 0.38 0.4 0.38 0.38 0.38 1 0.38 0.55

org:founded by 68 0.62 0.71 0.66 0.63 0.75 0.68 0.64 0.65 0.64

org:members 31 0.5 0.1 0.16 0.67 0.06 0.12 0.75 0.19 0.31

per:children 37 0.37 0.62 0.46 0.67 0.22 0.33 0.4 0.65 0.49

per:alternate names 11 0.18 0.36 0.24 0.25 0.18 0.21 0.18 0.36 0.24

no relation 12184 0.93 0.91 0.92 0.93 0.92 0.93 0.93 0.93 0.93

per:employee of 264 0.51 0.5 0.5 0.69 0.78 0.74 0.73 0.7 0.72

org:subsidiaries 44 0.42 0.39 0.4 0.58 0.34 0.43 0.58 0.5 0.54

org:alternate names 213 0.75 0.79 0.77 0.74 0.74 0.74 0.65 0.85 0.74

org:stateorprovince of headquarters 51 0.59 0.82 0.69 0.62 0.78 0.7 0.76 0.61 0.67

per:date of birth 9 0.7 0.78 0.74 0.86 0.67 0.75 1 0.78 0.88

org:country of headquarters 108 0.5 0.6 0.55 0.6 0.46 0.52 0.46 0.73 0.57

per:spouse 66 0.36 0.88 0.51 0.62 0.76 0.68 0.65 0.73 0.69

per:charges 103 0.61 0.87 0.72 0.71 0.72 0.71 0.82 0.8 0.81

per:cities of residence 189 0.41 0.74 0.53 0.56 0.69 0.62 0.58 0.51 0.54

org:dissolved 2 0.17 0.5 0.25 1 0.5 0.67 0.2 0.5 0.29

per:date of death 54 0.71 0.5 0.59 0.62 0.54 0.57 0.61 0.57 0.59

per:country of birth 5 0.25 0.4 0.31 0.2 0.2 0.2 0.33 0.2 0.25

org:parents 62 0.41 0.29 0.34 0.8 0.06 0.12 0.51 0.31 0.38

per:stateorprovinces of residence 81 0.41 0.65 0.51 0.57 0.72 0.64 0.59 0.54 0.56

per:title 500 0.86 0.77 0.81 0.77 0.9 0.83 0.84 0.85 0.85

per:schools attended 30 0.75 0.6 0.67 0.61 0.73 0.67 0.82 0.6 0.69

per:countries of residence 148 0.51 0.28 0.37 0.5 0.42 0.46 0.5 0.37 0.43

org:city of headquarters 82 0.64 0.78 0.7 0.71 0.82 0.76 0.69 0.79 0.74

org:number of employees/members 19 0.68 0.68 0.68 0.73 0.42 0.53 0.67 0.63 0.65

per:origin 132 0.64 0.57 0.6 0.48 0.8 0.6 0.55 0.64 0.59

org:website 26 0.61 0.85 0.71 0.68 0.88 0.77 0.53 0.88 0.67

per:siblings 55 0.58 0.76 0.66 0.66 0.69 0.67 0.84 0.65 0.73

per:country of death 9 0 0 0 0 0 0 0 0 0

per:stateorprovince of death 14 0.33 0.14 0.2 0.67 0.14 0.24 0.71 0.36 0.48

micro average 0.61 0.65 0.63 0.68 0.69 0.69 0.68 0.69 0.69

macro average 0.5 0.54 0.5 0.63 0.52 0.53 0.61 0.55 0.56
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Introduction

An increasing amount of news documents are published daily on the Web to cover im-
portant world events. News aggregators like Google News1 or Yahoo! News2 help users
navigate by grouping this overwhelming amount of materials in event clusters. Such sys-
tems facilitate users to stay informed on current events and allow them to follow a news
story as it evolves over time. This aggregation task falls on the field of Topic Detection
and Tracking (TDT), which aims to develop technologies that organize and structure
news materials from a variety of broadcast news media. However, media professionals
are in need of more advanced tools to describe, navigate and search specific pieces of
information before writing their own piece of news. Semantic Web and Information Ex-
traction (IE) technologies provide high level structured representations of information,
which can help solving the mentioned problems.

In this second part of the dissertation, we describe VLX-Stories, a system under ex-
ploitation that alleviates the aforementioned issues from journalists teams. It consists
of a unified online workflow of event detection (Chapter 5) and representation (Chapter
6), with the aim of building an event-based knowledge graph. In VLX-Stories, events
are represented by means of an ontology inspired on the journalist Ws [182] (what is
happening, who is involved, where and when it took place) plus the general topic under
discussion. The system is characterized by the adoption of semantic technologies, com-
bined with IE techniques for event encoding. The extraction of mentions and its linkage
to entities from an external multilingual knowledge graph generates an event linked space.
This allows the multilingual linkage across stories, semantic search, and the linkage to
external contents by matching entities.

In this first chapter we introduce related work (4.1) on event-encoding systems, we follow
with an overview on the whole VLX-Stories System (4.2) and finish with a summary on
this part contributions (4.3).

4.1 Related Work

The system presented in this work tries to solve the semantic gap between the coverage
of structured and unstructured data available on the Web [150], in order to provide
journalistic tools for event analyzing. In the past decades, a great amount of research
efforts has been devoted to text understanding and Information Extraction (IE). Many
research projects have entangled with the different problems described in this work, i.e.
news aggregation [83, 114, 37, 187, 75], event pattern extraction [218, 95], event ontology
population [163, 205] and automatically answering journalist Ws [79, 78]. However, only

1http://news.google.com
2http://news.yahoo.com

http://news.google.com
http://news.yahoo.com
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a few big projects are comparable to our system as end-to-end online pipelines for event
detection and encoding. In this section we will focus on reviewing these large-scale
systems.

Two well-known event-encoding systems are the Integrated Crisis Early Warning Sys-
tems3 (ICEWS) and the Global Database of Events, Language and Tone4 (GDELT). This
two projects have been developed to automatically extract international political inci-
dents such as protests, assaults and mass violence from news media. These datasets are
updated online, making them useful for real-time conflict analysis. ICEWS is a project
supported by the Defense Advanced Research Projects Agency (DARPA), to be used
by US analysts. Its data has recently been made public though Harvard’s Dataverse5,
however events are posted with a 1 year delay and the techniques and code utilized are
not open source. GDELT was built as a public and more transparent version of ICEWS.
Its data is freely available and includes over 200 million events since 1979, with daily
updates. However, legal controversies over how data resources were obtained distanced
it from research. It is currently incorporated into Google’s services and its data is utilized
for analysis of international events [115, 110]. Since ICEWS and GDELT are the two
most widespread news databases, several comparison studies have been made between
them. Even though no conclusion could be extracted on the superiority of any system,
GDELT overstates the number of events by a substantial margin, but ICEWS misses
some events as well [201, 198].

A more recent event data program is the Open Event Data Alliance6 (OEDA). This
organization provides public multi-sourced political event datasets, which are weekly
updated [174]. All the data is transparent and they provide open code of the ontologies
supported. They use Standford CoreNLP tools [126] and WordNet[130] dictionaries.
However, OEDA’s efforts still have not reached the scale of the other two mentioned
projects.

Another well-known project is the NewsReader7[196]. This system is a big collaborative
research project, which constructs an Event-Centric Knowledge Base (ECKB) based on
financial and economic news articles. They take advantage of several public knowledge
resources to provide multilingual understanding and use DBpedia [15] as knowledge graph
for EL. They define their own event ontology, the Simple Event Model (SEM) [194], which
is designed to be versatile in different event domains allowing cross-source interoperability.
To deal with entities not properly represented in the knowledge resources, they introduce
the concept of dark entities.

From the works presented, ICEWS, GDELT and OEDA are focused on political data
for the analysis of conflicts, and NewsReader generates an ECKB from financial data.
Notice there is still a big coverage gap when it comes to media event encoding. In this
sense, VLX-Stories offers a wider service for journalistic purposes, as it covers, as well as
politics and finances, many other categories, like sports, entertainment, lifestyle, science
and technology.

3https://www.icews.com/
4https://www.gdeltproject.org/
5https://dataverse.harvard.edu/dataverse/icews
6http://openeventdata.org/
7http://www.newsreader-project.eu/

https://www.icews.com/
https://www.gdeltproject.org/
https://dataverse.harvard.edu/dataverse/icews
http://openeventdata.org/
http://www.newsreader-project.eu/
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Figure 4.1: Pipeline schema of VLX-Stories framework.

4.2 System Overview

VLX-Stories system, proposed in this part of the thesis, has been designed to provide
a solution to some of the main challenges of Topic Detection and Tracking (TDT). The
features described bellow make our system different from any system found on literature:

• Work on real time: many works found on literature solve TDT on static news
corpus where topics are detected for the whole year or daily, e.g. [128, 152] are
doing daily story clustering. Nevertheless, we require from our system to update
event clusters on real time in order to track updates on the news. For that purpose
we will design a crawler of news feeds that will provide constant updates on new
documents being published.

• Not topic restricted: several works and databases which are restricted to collec-
tion of topics, like [165, 189]. However, as our system is designed for journalistic
purposes, it needs to be open to any topic.

• Generate multilingual event clusters: we want to track event development across
countries. For that, multilingual event clusters will be constructed on top of the
monolingual ones by using its semantic event representations for linking. This
approach is similar to [83, 152, 165].

Following, we provide a general overview on VLX-Stories pipeline. As can be seen in
Figure 4.1, it is split in two major blocks that we briefly summarize in this section. The
underlying architecture of such blocks that allows us to accomplish the listed goals, will
be further described in the following chapters.

The first block of the pipeline (Event Detection) extracts news articles from media feeds
and aggregates them into clusters describing the same event. Articles are collected by an
RSS feeds crawler, and represented as vectors in the Topic Modeling module. Then, these
articles are associated to an already detected event (Topic Tracking) or used as a seed for
a new event (Topic Detection). The output of this block are clusters of aggregated news
articles representing distinct world events. However, there is not semantic understanding
or representation, making them difficult to search and link.

The second block (Event Representation) encodes the events by synthesizing the
agents, locations and actions involved in each cluster. This is achieved by extracting
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the entities involved in each event and structuring the knowledge in an ontology which
answers the journalist W’s [182] and the Topic. To do that, a keyword-based pattern is
extracted for each detected event. Then, in the Named Entity Disambiguation module,
mentions from the pattern are mapped to entities from the VKG, introduced in Section
0.7. As knowledge graph entities are language agnostic, the entities from each event
semantic pattern can be used to map language-based event clusters and aggregate them
into multilingual ones. Finally, entities are structured into the Event Ontology using
their respective types and relevancy.

4.3 Contributions

The final system deployed on production aggregates news articles from over 4,000 RSS
feeds, processing an average of 17,296 articles/day and detecting over 350 worldwide
events/day from seven different countries (United States, Spain, Canada, Australia, Ire-
land, United Kingdom and Portugal) and three languages (English, Spanish and Por-
tuguese).

The contributions of this part of the dissertation can be summarized as: a) the con-
struction of an online and multilingual news aggregation system, b) the representation of
events and the construction of an event knowledge graph and c) the large-scale deploy-
ment of the system, which is currently consumed by several media companies to gather
information more efficiently.
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Event Detection

The rise of news aggregator sites is a notable phenomenon in the contemporary media
landscape. Many audiences have started consuming news from such aggregators, such as
Yahoo News, Google News, and the Huffington Post, instead of traditional media sources.

The construction of such systems falls in the field of Topic Detection and Tracking (TDT).
Such research field initial motivation was the monitoring of broadcast news and alert
analysts to new and interesting event happening in the word [10]. It provides tools to
deal with the overwhelming volumes of information being daily published by detecting
what it is called topics. Within TDT, a topic is defined as a set of news stories that
are strongly related by some seminal real-world event, i.e. when a bomb explodes in
a building, that is the event that triggers the topic. Any news stories that discuss the
explosion, rescue attempts, the search of perpetrators, arrest, etc. are all part of the
topic.

In this chapter we present the first module of VLX-Stories system. It consists on an
online news aggregator, which retrieves multi-regional and multi-lingual articles from
news sites, and aggregates them by topic. Among the different TDT tasks, we focus on:
cluster detection and tracking. Cluster detection is the problem of grouping stories as
they arrive, based on the topics discussed, while tracking refers to monitoring the stream
of news stories to find additional stories on a topic that has been already identified.

First part of this chapter introduces background knowledge and related work on TDT
(5.1). We follow with an overview on our news aggregator methodology (5.2), and exper-
imental evaluation on the clustering quality (5.3) and we provide analytics on the system
performance (5.4). Finally we present some conclusions (5.5) on the system developed.

5.1 Background

This section reviews research on the TDT field. From this field, we will deal with the
next three research lines: topic modeling (5.1.1), topic detection or clustering (5.1.2),
and topic tracking (5.1.3). In the next sub-sections these subtasks are described with
examples of how different state-of-the-art models solved it.

5.1.1 Topic Modeling

The task of topic modeling consists in representing the abstract topic that occurs in a
collection of documents in a way that allows to compute mathematical operations like
distance or similarity. Topic modeling for text representation have been largely studied
by the NLP community. Several methods and models of document representation have



62 Event Detection

been proposed for TDT, i.e. word-based [169], language models [151], and graph-based
[36] representations. Classical topic modeling for TDT relays in bag-of-words (BoW)
alike representation, like TF-IDF (term frequency - inverse document frequency), which
weights words relevancies based on its appearance frequency on the whole corpus and
in the document. Another classical method is the use of Latent Dirichlet allocation
(LDA) [24], in this model each document may be viewed as a mixture of various topics
where each document is considered to have a set of topics that are assigned to it via LDA.
Probabilistic latent semantic analysis (PLSA) [90] and Laplacian PLSA (LapPLSA) have
also become some of the most commonly used topic modeling techniques. However, news
stories typically revolve around people, places and other name entities. Shah [176] showed
that using these named entities leads to better TDT performance than using all words.
Thus, adaptations of TF-IDF into weighted bag-of-concepts have proved to give higher
performance for TDT task. e.g. SPIGA [83] represents documents by doing EDL and
constructing a weighted bag-of-concepts with these entities. Also, graph based models
like and-or-graphs (AOG) [120] or graph regularization methods [32] have recently been
proving high accuracy results and are useful for multimodal topic modeling. For example,
in [120] a novel representation using a Multimodal Topic And-Or Graph (MT-AOG) is
presented.

5.1.2 Topic Detection

Topic Detection consists on generating clusters of distinct documents reporting the same
story. This task is characterized by the lack of knowledge of the event to be detected and
of the amount of clusters to divide the space in. Therefore, methods that require to define
the number of cluster a priori, like k-means, are not useful for this task. However, other
traditional document clustering methods based on density or hierarchies, like DBSCAN
[52] or hierarchical agglomerative clustering [83, 3, 186] have proved great performance.
Usually this task is unsupervised, but semi-supervised approaches have also been pro-
posed for this task, e.g. in [37], event clustering is performed by using Reuter’s articles
as clustering ‘seeds to generate top-level clusters and uses agglomerative clustering to
gather documents into distinct sets.

5.1.3 Topic Tracking

The traditional topic tracking problem is defined as the task of associating incoming
documents with events known to the system. An event is defined by a set of associated
documents that discuss the same story. Thus, each target event is defined by a list of
documents that discuss it. Many methods have been proposed for solving this task. The
most straight forward and used method is to use a k-NN to assign new documents to
already existing story clusters based on distance metrics. However, deciding the topic
for each incoming story based on the previous learned topics can take a long time in
a large data collection. Some models incorporate time information, such as Dynamics
Topic Model [23], and the temporal Dirichlet mixture model (TDPM) [8]. e.g. in SPIGA
[83] cosine-similarity is used to measure distance between new documents entering and
the centroid vector of existing topics. They also add a time factor which favors newest
documents to be assigned to more recent event. If a document’s similarity to all clusters
is lower than a predefined threshold, a new cluster is created.
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Figure 5.1: Schema of the news aggregator system.

5.2 Method

This section describes the three parts of the news aggregation system, outlined in Figure
5.1. First, a collection of news articles is built by crawling RSS feeds and parsed to
extract all its text data (5.2.1). Afterwards, in the topic modeling block (5.2.2), articles
are represented with its entities following a bag-of-words (BoW) alike approach. Finally,
in the topic tracking module, each article vector is compared with articles grouped in
event clusters: if matching the event, it is assigned to the cluster; if not, it is added to
a pool of articles that will be processed in the topic detection module (5.2.3) in order to
detect newly emerging events.

5.2.1 News Feeds Crawler

News articles are collected by an RSS feeds crawler, which processes 1500 news feeds
every 30 minutes. The RSS feeds come from a manually generated list of 4162 feeds from
the main media sources of seven countries: United States, Australia, Spain, Canada,
United Kingdom, Portugal and Ireland. Feeds are also manually categorized in seven
category groups: politics, sports, general news, lifestyle and hobbies, science and technol-
ogy, business and finance, and entertainment. The feeds crawler visits each feed, crawls
it, and stores in the DB each article URL, publication date, title and description if pro-
vided. In a second step, whenever a new article is detected in a feed, we crawl the URL
and parse the article using a customized HTML parser to extract all its text data and
images.

5.2.2 Topic Modeling

Topic modeling consists of representing the abstract matter that occurs in a collection
of documents. To do this, we will rely on a BoW representation of the articles. As
news stories typically revolve around people, places and other named entities (NE), some
works [83, 176] use mentions of NE instead of all words in the document. However,
some news do not turn around NE, e.g. weather news or events related to anonymous
people. Therefore, other information, such as common nouns (CN) or noun chunks (NC),
is needed to distinguish these kinds of events [140]. Combining these three extractions,
we will use named entities, common nouns and noun chunks in the BoW representation,
instead of all words in the text corpus. We will call this collection of mentions and nouns
article keywords. These keywords are extracted from the article’s text by a Named Entity
Recognition (NER) module and Part of Speech Tagger (POST), introduced in previous
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part of this dissertation (2.1). For performance reasons, we constraint the articles to be
represented for at least 8 keywords, and a maximum of 80 keywords.

BoW keyword’s frequencies are weighted by a slightly modified TF-IDF (term frequency
- inverse document frequency), which reflects how important a word is to a document in
a collection or corpus. TF-IDF is computed as the product of the term frequency (fk) by
the inverse document frequency (idfk). However, we tune the TF with a weight to give
more relevance to those keywords appearing on the title (α), description (γ), or that are
NEs (β). Finally, inspired by [83], we apply a time factor with a linear function, which
favors news documents to be assigned to more recent events.

5.2.3 Topic Detection and Tracking

Once a new article is ingested by the system, we must detect if it is associated to an
already detected event (topic tracking) or it describes a new event (topic detection). The
system follows the next two steps algorithm:

1. First, we try to associate the incoming new article ai to already created article
clusters. For this topic tracking task, we use the k-Nearest Neighbours (k-NN)
algorithm. Thus, we associate the article with an event cluster if there are more
than k articles in the cluster with a similarity higher than a given threshold ε. We
use cosine similarity as distance metric for the k-NN algorithm.

2. If the incoming article ai is not associated to any event cluster, we try to build a new
cluster with other articles not yet related to any event. This is the task of topic
detection. The chosen clustering technique for topic detection is DBSCAN [52],
which is a unsupervised density-based algorithm that provides robustness against
the presence of noise. This method requires the estimation of two hyper-parameters:
min samples, which is the minimum number of samples needed to generate a new
cluster, and eps, the maximum distance allowed within its samples. We decided to
fix the minsamples = 5, thus all events are represented with at least five articles,
and we optimize eps in order to have high precision without missing many events.
As well as topic tracking, we use use cosine similarity as the distance metric.

Moreover, some design decisions were made in order to compensate some of the problems
of dealing with an online and large-scale deployment application with noisy Web data.
In order to prevent wrong event detections due to web parser errors, we added two extra
conditions on the cluster generation:

• The clustered articles need to be from at least three different news publishers, and
one media publisher can not own over 50% of the articles in a cluster. This condition
aims to detect relevant events (several publishers talk about it) and to prevent the
detection of events biased towards the opinion of a single news publisher. Moreover
this diversity helps preventing the creation of events based on fake news. Values
were chosen after manually analyzing several detection errors.

• Also, speed issues had to be considered to provide real-time tracking on news
events, as the amount of comparisons between articles grows quadratically with
the number of articles, slowing the whole article comparison. We decided to cluster
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Table 5.1: Results of the news event detection on UCI Dataset subset

#articles #events Event P. Article P. Article R. Article F1

Business 21,535 1,796 78.28 91.44 51.76 66.11
Entertainment 36,790 1,673 88.76 96.43 64.44 77.26
Technology 23,921 1,811 85.69 94.38 57.37 71.36
Health 9,482 1,009 68.18 94.86 56.85 71.09
GLOBAL 91,72 6,28 81.58 94.57 58.54 72.32

articles by country, and for those countries with more feeds, we use a category-
based comparison between articles. The category of the feed is used for this split,
and in case the feed provides general news from any category, we trained a deep
classifier based on a one layer LSTM [85] to predict the article category from its
title. The training dataset was constructed by merging the category titles from the
UCI-ML News Aggregator Dataset [45] and titles from the manually labeled RSS
news feeds.

5.3 Experiments

Regarding news aggregator or event detection evaluation, we used a subset of the UCI-ML
News Aggregator Dataset [45]. This dataset consists of 7,231 news stories, constructed
from the aggregation of news web pages collected from March 10 to August 10 of 2014.
The resources are grouped into clusters that represent pages discussing the same news
story or event. Events are categorized into four different categories: entertainment,
health, business and technology. For each news article, its title, URL, news story id
and category are given. However, we had to discard 13% of the events on the dataset
because of the following reasons: 36% of the URL link’s were broken, our system could
not extract enough keywords from 17% of the articles, and some of the remaining news
stories were not represented by enough articles to be detected by our system (each of our
events needs to be represented by at least 5 news articles).

The final dataset subset consists on 6,289 events constructed by 91,728 news articles. For
our experiments the DBSCAN parameters were set to eps = 0.65 and minsamples = 5.

Table 5.1 presents the news event detection results on the dataset. Most of the events
are correctly detected (81.58%), however a lot of articles are not associated to any event.
This is reflected by the high average precision (94.57%) but a poor recall (58.548%),
which translate to an article classification F1 score of 72.32%. This is mostly because of
the restrictive parameters set in the system in order to make sure that aggreagated news
served are correct. Quality of aggregated news is similar across news categories. The
lowest quality is found in the business category, because most of the business news share
financial terms which are repeated in many articles, even not related ones. Best results
are for entertainment, the type of news with more named entities, which improves the
representation.

5.4 Analytical Results

VLX-Stories was first deployed on July 2018 for its use in the United States. Since
then, the system has been growing, adding new world regions and languages. Table 5.2
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contains the activation date of VLX-Stories for each country, the language it processes,
the number of feeds activated on each country, the average number of events detected
each day and the daily number of articles processed and associated to events. Results are
provided country by country and also on the worldwide event aggregation. According
to these statistics, VLX-Stories grows in a speed average above 300 news events/day,
classifying an average of over 17k multilingual articles from seven different countries.
Since we activated the multi-regional event aggregation module on November 2018, the
system includes the option of analyzing how an event is reported in different world regions
and in different languages. Semantic disambiguation is essential for this multilingual
aggregation task.

Table 5.2: Statistics on VLX-Stories Event Detection module.

Country Activation date Language #Feeds Events/Day Articles/day

USA 07/2018 English 952 96.70 4,745.59

SP 08/2018 Spanish 918 90.61 4,929.01

CA 09/2018 English 551 27.15 990.04

AU 09/2018 English 893 53.19 3,223.09

IR 09/2018 English 121 20.46 654.25

UK 09/2018 English 442 38.57 1,518.63

PT 09/2018 Portuguese 285 35.80 1,235.76

TOTAL - - 4,162 362.48 17,296.37

World Wide 11/2018 Multilingual 4,162 301.84 17,296.37

5.5 Conclusions

This chapter has presented an online event detection system which aggregates news
articles from over 4,000 RSS feeds. The engine presented combines topic modeling and
TDT techniques to represent news articles and cluster them into aggregated news stories.
The system is deployed in production and processes an average of 17,296 articles/day,
detecting over 350 worldwide events/day from seven different countries (United States,
Spain, Canada, Australia, Ireland, United Kingdom and Portugal) and three languages
(English, Spanish and Portuguese).

Our experimental results on the News Aggregator Dataset [45] show a correct detection
of more than 80% of the events, and F-1 score of 72.32% for article classification. These
numbers translate to a good event detection capability, but a poor recall when assigning
articles into event clusters (58.54%). As a commercial tool, the system parameters have
been optimized to prioritize precision over recall in order to serve correct information.
However, future work should focus on improving article classification recall to provide a
more complete event tracking.
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Event Representation

The amount of event-centric information regarding global importance events, such as
Covid-19 or the Ukranian War, constantly grows on the Web within news sources and
social media. Efficiently accessing and analyzing large-scale event-centric and tempo-
ral information is crucial for a large variety of real-world applications, e.g. Question
Answering [89], timeline generation [11], cross-cultural studies [72], etc. The synthesis
of event information into structured knowledge resources can help automatize all these
applications.

News aggregators, like the one described in Chapter 5, provide large amounts of articles
and event related contextual information in an automatic manner. Nevertheless, such
systems lack on structured knowledge and require further processing to synthesize the
information needed for the mentioned applications. The goal of this chapter is the ex-
traction of such structured representation from aggregated news, in order to complete
the VLX-Stories pipeline and create an event knowledge graph.

To this end, we analyze event representation techniques. These techniques try to syn-
thesize the agents, locations and actions involved in an event in a formal machine un-
derstandable way, but still natural for humans. In this chapter we describe the design
decisions and method for event representation and the qualitative experiments performed
to evaluate it. Moreover, as mentioned on previous chapters, VLX-Stories is deployed in
production, serving structured news stories on real time. We present the user interface
designed for it.

This chapter is structured as follows. We start introducing background knowledge on
event knowledge graphs and event schema (6.1). We continue by describing our method
to represent events (6.2). Following, we present an evaluation experiment (6.3) and the
user interface where such system is integrated (6.4), providing real time event-centric
knowledge. We finish presenting conclusions (6.5) on VLX-Stories system.

6.1 Background

Knowledge graphs have gained increasing popularity in the past years thanks to their
adoption in search engines like Google, Yahoo or Bing. This knowledge resources, usually
store bibliographical facts about entities (e.g. person, organizations), like birth date
and birth place. However, such information only represents a very small part of what
happens in the world. Furthermore, these repositories tend to represent the actual state
of the world and do not provide dynamic information and changes over time. Event
information reported on daily news is rarely covered in such resources and tends to fade
out. Nevertheless, temporal event-centric information can be of great importance for
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professionals needing to reconstruct the past, analyze events and be aware of worldwide
events.

In this section we will review related work on event-centric knowledge graphs (6.1.1) and
event representation methods (6.1.2).

6.1.1 Event Knowledge Graphs

The lack of structured resources containing event-centric information, has recently mo-
tivated the research on the automatic extraction of events and the generation of event
knowledge graphs. To construct such resources, two different perspectives are usually
taken: aggregating event information from already structured knowledge resources (e.g.
Wikipedia or DBpedia), and the creation of event knowledge graphs from unstructured
information (e.g. news articles).

The first approach is the one taken by EventKG [71]. This system generates a multilingual
event-centric temporal knowledge graph by mixing the event information found in several
large-scale knowledge graphs and semi-structured sources. Such system incorporates over
690 thousand contemporary and historical events and over 2.3 million temporal relations.
Nevertheless, this kind of methods provide static information and depend on external
structured information. This approach is thus not applicable to create event resources
where information is updated on real time.

The second kind of methods build event knowledge graphs directly from plain text news.
These systems apply IE methods, like named entity disambiguation (NED) [83, 114,
196], to synthesise the agents and locations related to an event. Moreover, the use of
entities to describe events is useful to solve co-reference and link multilingual articles.
An example of method to construct an event knowledge graph of such kind is the ECKG
[163]. In this work, they construct knowledge graphs in several distinct domains by
extracting structured information (triples) from several news collections, using different
NLP techniques like Named Entity Disambiguation (NED) and Semantic Role Labeling
(SRL).

In this thesis we focus on the creation of an event knowledge resource, similar to the
second approach. As we will see, we propose the use of IE techniques combined with
semantic technologies to construct VLX-Stories KG.

6.1.2 Event Schema

Event representation intends to encode event-related information in a structured man-
ner. It poses a multitude of challenges due to the variety of event domains, types,
definitions and applications, e.g. summarization [153], triple representation [218, 119],
pattern extraction [117, 21] or ontology population [163, 205]. However, in general, all
these approaches revolve around extracting the main information units: “what is hap-
pening”, “who is involved”, “where is it happening” ,“when did it happen” and “why did
it happen” . As mentioned before (Chapter 4), these information units are commonly
known in journalism as the Five Ws [223] and are going to be the base of our event
representation.

Most famous event ontologies or schemas try to synthesize these information units as
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Figure 6.1: Pipeline schema of the event representation modules

well. For example, the Simple Event Model (SEM) [194] (used by ECKG), includes
predicates like hasActor and hasTime to describe such information units. The ABC
ontology [111] describes event-related concepts such as the situation, action, agent and
their relationships. NOEM [199] introduces the additional journalistic component of
“how did it happen” and adds it to the 5Ws model, calling it 5W1H.

6.2 Method

The event representation system has three differentiated parts, as can be seen in the
diagram in Figure 6.1. The input of the system are clusters of aggregated news articles.
The articles in each group are all in the same language and from the same region. For
each one of the articles, we already have its representation as a bag of keywords, as
previously described in sub-section 5.2.2.

The first part of the event representation framework focuses on the extraction of the most
relevant entities describing an event (6.2.1), which we call the event semantic pattern. The
secdond part consists in a module which, using such patterns, aggregates the regional-
based events into worldwide events and ranks entities according to its relevance describing
the event (6.2.2). Finally, the third module structures the extracted entities into a
set of properties which summarize the main agents, locations and topics involved, by
answering the four of the five journalistic Ws (who, what, where, when) and the main
story topic (6.2.3). Notice that we are not answering the why because it requires a
deeper understanding of the story and also there may not be a correct answer for it.
Next subsections will describe the technical detail regarding each module.

6.2.1 Event Semantic Pattern

The extraction of the event semantic pattern is achieved thanks to the two modules
depicted inside the Event Semantic Pattern block in Figure 6.1: event pattern extraction
and Named Entity Disambiguation (NED). Frist, the event pattern extraction module
finds the most relevant keywords describing the event (6.2.1.1), and the EL module
disambiguates these keywords to entities from the VKG (6.2.1.2).
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6.2.1.1 Pattern Mining

We first use a pattern mining approach to detect the most descriptive set of keywords
for a given event. It is inspired by [218], where multimodal patterns are extracted to
describe some predefined event categories with semantic concepts. Similar to this method,
we search for the pattern of semantic concepts using a pattern mining approach which
explodes the redundancy between aggregated news articles.

Data mining techniques search for patterns in data that are representative and discrim-
inative. We define our pattern mining task with an association rule approach [7], such
that our pattern corresponds to a set of association rules, t∗ → y , that optimize the
support and confidence constraints for each event. Let n be the set of all keywords in
the corpus C = {k1, k2, ..., kn}; and a transaction A be the set of keywords from a given
article, such that A ⊆ C. Given a set of m transactions belonging to the same event
T = {A1, A2, ..., Am}, we want to find the subset of C, say t∗, which can accurately pre-
dict the belonging to a target event y ∈ E. The support of t∗ is an indicator of how often
t∗ appears in T , and it is defined as the proportion of transactions in the transaction set
T that contain the itemset t∗:

s(t∗) =
|{Aa|t∗ ⊆ Aa, Aa ∈ T}|

m
(6.1)

Our goal is to find association rules that accurately predict the belonging to an event,
given a set of keywords. Therefore, we want to find a pattern such that if t∗ appears
in a transaction, there is a high likelihood that y, which represents an event category,
appears in that transaction as well. We define the confidence as the likelihood that if
t∗ ⊆ A then y ∈ A, which can be expressed as:

c(t∗ → y) =
s(t∗ ∪ y)

s(t∗)
(6.2)

Inspired by [117] we use the popular apriori algorithm [6] to find patterns within the
transactions. We only keep the association rules with confidence cmin ≥ 0.8 and calculate
the support threshold (smin) that ensures at least 10 keywords in the rule. Finally, we
select the rule t∗ with more keywords associated. These keywords are the ones that will
be disambiguated into VKG entities.

6.2.1.2 Named Entity Disambiguation

The event keywords in the pattern will be mapped to entities in VKG. This is the second
part of IE task called Entity Linking (EL), which consists on Named Entity Disambigua-
tion (NED), described in Section 2.1.2. Entity disambiguation has been used in other
event detection works, like [83, 114, 196], as it is useful to solve co-reference, link multi-
lingual articles and it is a more sophisticated and standard knowledge representation.

In this work, the system used for disambiguation is the one presented in Section 2.2 of
this dissertation. As described, the NED module gets entity candidates from VKG for
each incoming mention. Entities are retrieved based on similarity matching between the
text mention and the entities alias. Then, disambiguation is applied by scoring each
candidate. Outputting this part of the system, we have a set of entities describing an
event, which we call the event pattern.
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Figure 6.2: Event ontology schema.

6.2.2 Worldwide Event Detection (Multilingual Aggregation)

Before the final event modeling, we unify country-based aggregated news into worldwide-
events. This consists on the multilingual aggregation module from the diagram in Figure
6.1. To do that, we will use the extracted event patterns of each news cluster to compare
and merge events in case of match. We first rank the entities in the pattern by relevancy
describing the event. The ranking is based on re-scoring entities based on its original
keywords appearance frequency and origin (title, description or text body). As we solved
the entity disambiguation, we recompute the entity frequency taking into account co-
references. Origins are taken into account by weighting the frequency of appearance by
the origin. Afterwards, country-events are represented with a bag of concepts BoC where
entity relevancies are the weights. Cosine similarity is computed between country-events,
and DBSCAN [52] is used to detect clusters of worldwide-events among the country-based
events.

6.2.3 Event Ontology

Both semantic and contextual event information extracted on previous steps are pro-
cessed in order to represent the collected data in an ontological manner. This ontological
information is stored in VLX-Stories KG, which keeps growing with the multiregional
news information provided by the feeds. In this section, we first motivate the modeling
decisions we took designing the ontology and we continue by describing the information
extraction process.

6.2.3.1 Modeling VLX-Event Ontology

The main requirement of our event ontology is that it has to synthesize in a both machine
and human readable way the unstructured semantic pattern extracted. Events are usually
defined by its agents, locations and actions occurring and the moment when the event
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takes place. Journalistic articles are typically structured to answer four of the journalist
5W-questions: e.g. what happened, who is involved, where and when did it happen.
These questions should be addressed within the first few sentences of an article to quickly
inform readers. The fifth W, Why it happened, is often addressed in opinion columns or
post-event coverage [101]. Moreover, news stories often fall into bigger topics which are
composed by several events, like Covid-19, Brexit, Academy Awards, Olympic Games,
etc. This information, if present, offers the possibility of tracking long story lines and to
provide a complete context on the development of an event in a point in time.

Considering the above mentioned 4Ws and the topic, we defined our ontology with the
next properties or core classes for each event: Who, What, When, Where and Topic.
These properties will be extracted from the event semantic pattern and the titles and
descriptions from the event articles. Moreover, as shown in the ontology schema of
Figure 6.2, all entities in the semantic pattern will be included in the ontology within
the Semantic Pattern class, answering or not the 4Ws or topic. The event Category, e.g.
sports, politics, entertainment, etc.; is also included as a property. Additional context
of the event is given by the clustered articles, from which we store the title, description,
URL, news source and image, if present.

6.2.3.2 Event Properties Extraction

As the last step, all the information collected for each event is structured in the presented
VLX-Event Ontology as followingly described:

• The Who, Where and Topic are extracted from the event semantic pattern using a
set of filters based on entity types. Entities in VKG have a schema1 type associated,
which denotes if the entity is a person, place, organization, etc. These types will
be used to classify the entities in the pattern together with the type of metadata
field from which they were extracted. For this task only the entities from the title
and description are used. Moreover, the same entity relevance scores computed for
multi-regional event matching will be used to pick those most relevant entities. For
each property we apply the next rules: the Who property needs to be an entity of
type Person, Organization or CreativeWork ; the Where is a property of type Place
and the topic of type Event.

• We define the What of an event with a sentence (literal) summarizing the main
event occurring. As news article’s titles should give this information, we answer
the What with the most descriptive title between the clustered articles. This is
selected using a voting algorithm where each word in the title sums its given score
in the semantic entities ranking. This approach favors longer titles, which also tend
to be semantically richer.

• To answer When, we take the date of the first article published related to an event.
We plan on improving it on next versions by analyzing time expressions in the text.

• Finally, we complete the ontology by adding the event Category. Categories come
from our pre-defined set of categories, e.g. Sport, Entertainment, Finances, Politics,
etc. The categories assigned to the RSS feeds are used to extract this information.
One event may belong to more than one category.

1https://schema.org/

https://schema.org/
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6.3 Experiments

To evaluate the semantic patterns, we measured the quality of the Named Entity Disam-
biguation (NED) of the keywords on the event pattern to semantic labels. The exper-
iments were conducted over a corpus of 100 semantic event patterns randomly selected
from the United States events, detected by our news aggregator module during the week
from the 1st of January to the 7th of January 2019. The keywords from the patterns were
mapped to entities from VKG using the NED module. The correctness of the mapping
was evaluated with TP when the semantic entity related to the keyword was correct,
FP when the semantic entity related was wrong, TN when no entity was related and it
is not an existing entity or it is an error from NER, and FN if no entity was mapped
but there is an entity in VKG for it. Results are displayed in Table 6.1, showing a total
accuracy of 86%. However some mentions do not disambiguate to its correct entities.
This is specially common when finding homonym words or unknown contexts. Further
research should be developed to improve these ambiguous cases.

Table 6.1: Results on Entity Linking

#Event Patterns TP TN FP FN Precision Recall F1 Accuracy

100 966 329 52 156 0.86 0.94 0.90 0.86

6.4 VLX-Stories User Interface

Media publishers such as news broadcasters, magazines, media companies and bloggers
have the need to monitor world events in order to be aware of trends and events world-
wide. News aggregators have provided a solution to navigate and consume news by
grouping the overwhelming amount of articles published on event clusters. However,
these tools are designed for general users and do not provide several crucial capabilities
for media publishers: a long term view and context on the news stories, multi-regional
and multi-lingual information or linkage to their contents or those of their competitors.
Semantic Web and Linked Data technologies provide solutions which can be applied to
the mentioned problems by using knowledge graph and ontologies to link, structure and
serve this information.

In this section we present VLX-Stories’s interface which is used in the editorial process.
The presented user interface is used to access and query VLX-Stories, that encodes over
9000 events per month. This interface leverages semantic technologies to provide a com-
plete linked space which allows navigation among time, categories, regions, publishers,
topics, places or personalities. It is deployed in production and has been used by major
media networks, accelerating the editorial process and improving their operational effi-
ciency by helping on content discovery, search, content generation and exploring which
stories will have the most impact on their audience.

6.4.1 Landing Page

Our event-navigation landing page is captured in Figure 6.3. It displays stories on the
news with a list of the events detected ranked by trendiness. It allows navigation from
worldwide stories to country visualization, and filtering by category. The country and
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Figure 6.3: Events landing page.

category can be chosen through drop-down menus. Current categories include: top sto-
ries, latest stories, politics, sports, entertainment, general news, business and finance,
science and technology, and lifestyle and hobbies. The menu also provides the following
filtering capabilities: a) sort events by date or trending score; b) display events filtering
by source: any source or only publisher related contents; and c) temporal navigation by
date range.

The list of detected events is displayed behind the filters menu. It summarizes the event
with the titles from the clustered articles, its most relevant entities, and an image from
one of the articles. Clicking on a news story takes the user to the individual story page,
where the full list of articles that were identified as being related to the topic is displayed.

6.4.2 Event Display Menu

In Figure 6.4 we present an example of the resulting event menu, which structures the
information to answer the journalist W’s. In the top of the menu, the event category
is displayed. The title summarizing what happens, and the other properties: when,
topic, where and who are shown behind. Next to it, the countries where articles from
such event have been detected are also listed. Titles from articles clustered give context
and additional information on the story, having linkage to the source page. Articles are
sorted by published time in order to track the evolution of the story over time. Notice
the multilinguality of the articles from the example image. Moreover, an image from one
of the articles is selected in order to visually describe the event.

In the bottom, the entities in the event semantic pattern are displayed as related tags.
Notice these entities are sorted according to their relevance describing the event and the
size of its box represents the relevance score of each entity.

The social impact of the story is displayed throughout the Trending Chart. In this
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Figure 6.4: Event display menu.

Figure 6.5: Articles published chart.

chart, the number of articles published about an story in a given country, is displayed
in a graphic as the one in the example in Figure 6.5. The window of time in which
to aggregate the articles can be changed from 2 hours, 6 hours and 12 hours. The
displayed countries can be chose in the left menu, where additional information on the
story impacted in the given country is shown: total number of articles published, day of
maxim story trend and story trending score.

Lastly, when available, we aggregate all existing content about the story created by an
individual publisher, as well as related content from their library. Moreover, all events and
customer contents are linked through the tags. Clicking on a tag brings the user to the
entity page, where all news stories and contents labeled with a given entity are displayed
together. The entity page also contains a trending chart and map which displays tag
trendiness on social networks.

This interface is adopted by media producers and other global media companies, which
use VLX-Stories in the editorial process to identify which topics are gaining momentum,
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find news related to their contents, and searching for background information on trending
stories.

6.5 Conclusions

In this chapter, we presented the framework to construct the event-centric knowledge
graph: VLX-Stories KG. It is an ontology-based event representation system which ex-
tracts and encodes its semantic information from aggregated news articles. The system
matches unstructured text with Semantic Web resources, by exploiting Information Ex-
traction (IE) techniques and external knowledge resources. This makes possible the
multilingual linkage across events, semantic search, and the linkage to customer con-
tents by matching entities. Moreover the ontological structure behind it facilitates event
comprehension, search and navigation.

Moreover, we have presented its integration in a dashboard which displays real-time
information about semantically linked events, based on aggregated multilingual news
articles and linkage to customer contents. This work contributed on the UI design and
backend implementation of the API. This interface is a commercial tool used by media
producers and other global media companies in the editorial process to identify which
topics are gaining momentum and they should be writing about, as well as the trending
stories they are already covering. Moreover, the presented system allows the visualization
and navigation among countries, categories, time and related entities through a friendly
and intuitive dashboard.
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Introduction

Knowledge graphs (KG) play a crucial role for developing many intelligent industrial ap-
plications, like search, question answering or recommendation systems. However, when
working with news contents, most of the information is dynamic and often involves un-
known entities, and novel relations between entities, that are not captured in encyclopedic
knowledge graphs. Detecting these out-of-knowledge-graph (OOKG) entities and facts
is thus crucial when willing to provide efficient tools for news description, search and
analysis. Automatically detecting, structuring and augmenting a knowledge graph with
new entities and facts from text is therefore essential for constructing and maintaining
knowledge graphs [87, 127, 168]. This is the task of knowledge graph population, which
consists on extracting information to augment an existing data base. The two main
units of data that can be missing in a knowledge graph are entities and triples, which
usually appear as emerging entities, i.e. entities that are completely new or are gaining
popularity; and novel facts or relations between entities.

The knowledge graph population task, usually encompasses the two main Information
Extraction (IE) sub-tasks (described in Part I): (1) Entity Linking (EL) [177, 97], con-
sisting on identifying entities from a knowledge graph in unstructured texts; and (2)
Relation Extraction (RE) [219, 81], which seeks to extract semantic relations between
the detected entities in the text.

In this last part of the dissertation we present a novel knowledge graph population system,
by putting together the two previous parts of this work. We propose learning from
aggregated news as a more reliable way to learn emerging entities and novel facts from
unstructured web data than from free crawled data [133, 49]. This approach achieves
both entity and triple redundancy, which allows to take more robust decisions and can
be exploited by validation techniques. To do that, we extend the presented IE techniques
to apply them to knowledge graph population over aggregated news articles (described
in Part II). The extracted entities and facts will be used to keep up to date an industrial
knowledge graph based on mass media. Ensuring the quality of the population data is
thus essential. This will be handled by validation and triple classification techniques.

This part of the thesis will focus on the detection of emerging entities and valid new
facts, to populate Vilynx Knowledge Graph (VKG). Chapter 8 describes the extension
of the EL module presented in Chapter 2 to generate a dynamic EL system, capable of
detecting emerging entities from aggregated news. In Chapter 9 we present validation
and classification techniques applied over the RE method from Chapter 3 to discard false
predictions and provide triple population with high precision.

The current chapter is organized as follows. Section 7.1 presents related work. In section
7.2, we provide an overview of the aforementioned automatic knowledge graph population
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system. Finally, section 7.3 includes a summary of this part contributions.

7.1 Related Work

Recently, a lot of research effort has focused on knowledge graph population from exter-
nal data sources, approaching both entity and relation discovery. Such effort is aligned
with the study of IE techniques. These techniques fill the gap between machine under-
standable languages (e.g. RDF, OWL), used by Semantic Web technologies, and natural
language, used by humans [172]. In this section we will review some of these most relevant
contemporary projects for knowledge graph construction and relate it to the different IE
approaches.

• The Never Ending Language Learning (NELL) [133]: it is a knowledge
graph population system created under the never-ending learning paradigm. This
paradigm tries to resemble the nature of human learning, in contrast with most
machine learning models that learn just a single function or data model based
on statistical analysis of a single data set. It is an OpenIE framework which is
constantly learning new facts and correcting itself over time, as it learns to better
understand natural language. This system learns both new entities and facts from
large Web corpus and takes different type and domain-specific constraints to make
its predictions. It is also capable of learning new constraint rules from the new
facts it gathers. However, it learns relations between noun phrases, not canonical
entities.

• Textrunner [210] /Reverb [55]: Textrunner is an OpenIE framework, designed
for Web-scale usage, which extracts relational tuples from large corpus of data. It
considers all relationships between pairs of noun phrases as candidates and then
classifies each one of them as true or false. The classifier is trained with self-
supervision by using a subset of the corpus automatically labeled with a set of
pre-defined rules. Finally, TextRunner uses frequency statistics to determine if a
fact is indeed true or not. Reverb is an extension of TextRunner which constrains
relations to patterns of verbs and verb phrases which end with prepositions. Like
NELL, this system extracts facts between pairs of noun phrases, as opposed to
canonical knowledge graph entities.

• Knowledge Vault [49] : this system constructs a Web-scale probabilistic knowl-
edge base by combining Web content with prior knowledge from existing knowledge
repositories. It crawls the Web and extracts information not only from unstructured
text, but also tabular data, page structures, and human annotations. They prove
how combining Web content with prior structured knowledge reduces noise in the
detections. Associated with each triple there is a confidence score, representing the
probability of such triple being correct. In contrast with OpenIE methods, entity
types and predicates detected by KV come from a fixed ontology and entities are
canonical. This makes KV a structured repository of knowledge that is language
independent.

• KBPearl [122]: this is an end-to-end system which searches to complete a knowl-
edge graph by extracting information from a set of input documents. This system
combines Open and Close IE techniques to deal with two of the main problems of
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Figure 7.1: Knowledge graph population framework. The system ingests unstructured
text from aggregated news and extracts an RDF graph of valid triples. These graphs
are stored in a knowledge base of stories triples, and are aggregated in unique triples
which are classified into correct and incorrect predictions. Correct predictions are used
to automatically populate VKG. The framework is composed by four modules: Named
Entity Recognition and Disambiguation (NERD), Relation Extraction (RE), a Triple
Validator and a Triple Classifier.

OpenIE methods. On one hand, the canonicalization problem, which consists in
not solving the redundancy and ambiguity of multiple mentions resolving to the
same entity. And in the other hand, the linking problem, which refers to the lack of
linkage to ontological structures. They solve that with a method that performs a
joint linking of entities and relations in a semantic graph, constructed with OpenIE.
They infer new knowledge from the source text ensuring global coherence between
the concepts mentioned in the documents and valid triples from the existing knowl-
edge graph.

Our system, presented in this part of the thesis, is similar to methods like KV and
KBPearl, which extract canonical entities and facts in the form of disambiguate triples.
However, all mentioned methods learn from free Web crawling, while our system performs
population from aggregated news. Similar approaches are taken by event-encoding sys-
tems, like ICEWS1 and GDELT2. These systems extract international political incidents
from news media and update their knowledge graphs online, making them applicable to
real-time conflict analysis.

7.2 System Overview

This section describes the proposed end-to-end knowledge graph population framework,
displayed in Figure 7.1. The system transforms unstructured text from aggregated news
articles to a structured knowledge representation while detecting novel entities and triples
that are OOKG. The architecture is composed by a knowledge graph and four main
processing components: 1) Dynamic Entity Linking, 2) Relation Extraction, 3) Triple
Validator and 4) Triple Classifier.

The input of the system are aggregated news. In this work, we define aggregated news as

1https://www.icews.com/
2https://www.gdeltproject.org/

https://www.icews.com/
https://www.gdeltproject.org/
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a set of clustered articles that discuss the same event or story. These clusters are created
by VLX-Stories [60] news aggregator, described in Chapter 5. This system provides
unified text consisting on the aggregated articles.

The knowledge graph integrated into the current population system is the Vilynx’s3

Knowledge Graph (VKG) [59, 60], described in section 0.7. This knowledge graph con-
tains encyclopedic knowledge, as it is constructed by merging different public knowledge
resources: Freebase [25], Wikidata [197] and Wikipedia4. In the presented system, VKG
is used to disambiguate entities in the EL module. Also, the extracted relations in the
RE module are defined into VKG ontology, together with the SHACL constrains used for
data validation. Finally, VKG is populated with the novel entities and facts extracted
by the system.

The Dynamic EL module splits the input text, coming from the news aggregator, in
sentences and detects knowledge graph entities appearing in these sentences. In this work
we are extending the EL presented in Chapter 2 to detect emerging entities. Dynamic
functionalities added to the EL module will allow the detection of new entities that will
populate VKG. The output of this module are sentences with annotated entities.

The sentences with annotated entities are processed in the RE module. First, sentences
with at least two entities are selected to produce candidate facts, which consist of tok-
enized sentences with annotated pairs of entities. For each pair of entities two candidate
facts are constructed in order to consider both relational directions. Then, the deep RE
model presented in Chapter 3 processes the candidate facts and extracts the expressed
relation or the absence of relation. The extracted relations are expressed as RDF triples
of the form 〈subject, predicate, object〉, and interconnected into an RDF graph.

The extracted RDF graph is validated with SHACL constraints, in the Validator mod-
ule. During validation, we enhance results thanks to the redundancy and contextual
information from aggregated news. In section 9.4.1 we give a detailed description of the
constraints applied and the validation process. The output of this module is an RDF
graph of valid triples. The RDF graph of triples extracted from every set of news is
stored into VLX-Stories Triples knowledge base.

Finally, the triples stored in the VLX-Stories Triples knowledge base, are unified across
sub-graphs into a unique graph. Prediction information from these triples is used to
construct feature vectors that will be used to predict the correctness of each triple in the
Triples Classifier module. If the probability of the triple being correct is above a given
threshold, the triple will be selected to populate VKG. Technical details of this module
are described in section 9.4.2.

7.3 Contributions

This last part of the thesis provides several contributions. First, the interconnection of
all the modules previously described in Part I and Part II, providing triple extraction
from aggregated news. This has allowed us to create an end-to-end knowledge graph
population framework, which extracts novel facts from news events detected online.

3https://www.vilynx.com/
4https://www.wikipedia.org/

https://www.vilynx.com/
https://www.wikipedia.org/
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Moreover, to complete the knowledge graph population system, we extend the EL system
described in Chapter 2 to detect emerging entities, as described in Chapter 8. This
emerging entities provide entity search capabilities of novel things as they emerge.

Finally, to ensure high data quality, we work on triple validation and classification tech-
niques in Chapter 9. Two independent modules are generated in order to detected poten-
tially incorrect triples. First, a SHACL validation module is integrated into the pipeline,
proceeding the RE system. It applies several constraints that will discard triples not
meeting the validation rules defined in the ontology. Finally, a triple classifier is added
before the knowledge graph triples ingestor, to select the triples to be added into the
knowledge graph. This classifier will provide a confidence of the triple being true.

All the modules are integrated in an online knowledge graph population system, proving
its performance as an industrial tool.
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Emerging Entity Detection

Applications like entity search over news or social media allow users to precisely retrieve
concise information related to entities. This expressive search mode builds on two ma-
jor assets: 1) a knowledge graph with the entities of interest and 2) an entity linking
system that performs document tagging by linking named entities to the entities in the
knowledge graph. However, knowledge graphs are generally static and entity linking
systems only recognize entities appearing in it. This limits the applicability of entity
search mechanisms, that will not be able to find novel interest entities and disqualifies
knowledge graphs for tasks like entity-based media monitoring, since a large portion of
news inherently covers entities that just arised and thus would not be in static knowledge
graphs.

Novel entities that are just starting to attract the public interest are called emerging
entities. The task of emerging entity detection is crucial for any knowledge graph mainte-
nance process, specially when using it as a base for search applications on media streams.
Despite its importance for entity tagging, automatic methods for detecting and canoni-
calizing emerging entities have been little explored.

The system presented in Part II is capable of detecting events by clustering news articles,
and represents these events by disambiguating its mentioned entities to entities in VKG.
However, the representation system described in 6 will not be able to tag events with
those entities missing in VKG. In order to improve these event representations, in this
chapter we describe a method for detecting emerging entities from the aggregated news
stories. We introduce an extension of the Event Semantic Pattern Extractor (6.2.1),
to detect emerging entity candidates and populate VKG. This is done by adding an
emerging entity detector system that will provide dynamics into the EL module, calling
it a Dynamic Entity Linking (Dynamic EL). In this work, we will limit the system to
the creation of novel entities of type person. To the best of our knowledge, this is the
first system that uses the redundancy of aggregated news articles for a robust detection
of emerging entities, in an online manner.

The remaining of this chapter will describe background (8.1) on emerging entities, our
method to detect emerging entities (8.2), an experimental (8.3) and analytical (8.4)
evaluation and conclusions (8.5).

8.1 Background

8.1.1 Emerging Entity Detection Challenges

The task of EL, related with emerging entity detection, raises different challenges result-
ing on four different scenarios of knowledge graph completeness regarding entities and
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aliases of the entities. In [56], Farber et al. present a formalization of these challenges,
which are:

1. Known surface form, known entity: this is the classical task of EL, when all
the information is found in the knowledge graph, so that mentions and entities can
be linked.

2. Unknown surface form, known entity: when the alias representing the surface
form of the entity is missing from the knowledge graph. If not solved correctly, this
challenge can result on missing linkages to known entities during the EL task, and
creating duplicated entities in the emerging entity detection task.

3. Known surface form, unknown entity: when the surface form corresponds
with an alias of another entity in the knowledge graph. This can result on linking
errors because of the missed prediction of OOKG entity, and missing emerging
entities that should be added to the knowledge graph.

4. Unknown surface form, unknown entity: Given the mention in the text, none
of the alias of the entities in the knowledge graph can be matched and, hence, the
mention is not linked. Also the entity to be linked to is unknown. This scenario
should finish with the creation of a novel entity.

Another challenge in the creation of emerging entities, unrelated to the knowledge graph
completeness, is the decision of when an unknown mentioned entity is popular enough
to become an emerging entity.

8.1.2 Related Work

Typical EL systems, as the ones presented in Part I, assign a NIL label to named entities
with candidate entities that have been detected with a confidence score below a certain
threshold, which means the entity is out-of-knowledge graph (OOKG). However, systems
that do not consider emerging entities suffer from the problems mentioned in previous
sub-section (8.1.1). There is wide work on extending such simple EL systems for auto-
matically identifying emerging entities, as this task is part of the TAC KBP [96]. In this
sub-section we review emerging entity detection works related to its detection on news
articles.

In [86], Hoffart et al. highlight the need of knowledge graphs to keep up with the real
world’s entities and suggests an alternative approach to classical EL. They argue how
setting a threshold is challenging to tune and not robust enough, and study how NED
methods can cope with knowledge graphs incompleteness during disambiguation, and
extend them with new entities. Their approach extends a Named Entity Disambiguation
(NED) model for emerging entity detection (NED-EE) by making emerging entities what
they call first-class citizens. This system considers all mentions are also possible emerging
entities, and adds them as an entity candidate. In order to represent emerging entities
equally as knowledge graph entities, they construct keyphrases from a window of text
surrounding the mention. To even further enhance the emerging entities with keywords,
news articles in a close window of time (i.e. the same day) with references to the entity
is assumed to be referencing the same entity. Thus, keywords extracted from nearby
articles in time can be assigned to the emerging entity.
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Following previous work, Wu et al. [206] presented another approach to extend NED
with emerging entity detection for news articles. This new approach builds entity repre-
sentations in different feature spaces (contextual space, neural embedding space, topical
space, query space and lexical space) to decide if an entity refers to an in-KG or OOKG
entity. Unlike previous works, this approach develops a novel entity classifier, module
independent to EL. This work achieves better performance than previous [86] in both EL
and emerging entity discover tasks. Later, [216] addressed similar issues, and analyzed
the drawback of introducing an emerging entity candidate for each mention, as it results
on noise due to duplicated emerging entities candidates. To address this issue, they
introduce a two step process. First, a probabilistic NED yields a disambiguation score
for each candidate entity. A second step searches for additional context on online Web
sources, if the disambiguation score is low. This context is contrasted with the context
from existing entities in the knowledge graph, leveraging thus context on the emerging
entities. This results on the NED solver avoiding the noise for entities in the knowledge
graph. Evaluation results display improvements with respect to [86], but Wu et al. [206]
presents better F1 scores with the same dataset.

In [87], Hoffart introduces a novel approach for emerging entity detection and creation
of context for this entity (keyphrases). The main requirement for adding new entities
is that they should have a representation suitable for disambiguating the entity in new
texts. This is done by incorporating a human in the loop, in order to grow the knowledge
graph with high quality data. The user suggests a set of entity names and an initial entity
description, and afterwards the system retrieves a set of candidates and keyphrases related
to it that the user has to validate iteratively, until getting a good entity representation.

Another work studies the challenge of predicting when an entity appearing on the news
will be added to Wikipedia [56]. First, they use the history of Wikipedia edits, combined
with noun phrases extracted from news streams to analyze how news entities and its
surface forms evolve in Wikipedia over time and create a dataset from it. Afterwards,
they propose an emerging entity detector, based on a ML model, that detects out-of-
Wikipedia entities.

8.2 Method

The presented system deals with a set of product requirements related to the industrial
nature of this thesis. In one hand, we want to avoid erroneous and duplicated entities.
On the other hand, to be able to search for contents related to emerging entities as soon
as possible, we want to start tagging with novel entities the first time we see them. To
answer this two requirements, we propose to generate an intermediate representation
of entities, called aspirants. Aspirants will work as provisional entities, until they are
validated by a human. Thus, they will be used for disambiguation and will be integrated
into search algorithms as an entity itself.

The Dynamic EL module will be integrated into the event representation pipeline from
Part II. Therefore, the mentions to disambiguate come from aggregated news. This
implies high redundancy on the context of the extracted mentions, as they all come from
different articles discussing the same topic. This allows to make the next assumption:
unknown mentions with the same surface form, appearing in different articles of the same
story, are referring to the same entity. Figure 8.1 displays the extended EL schema, of the
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Figure 8.1: Pipeline schema of the event representation with dynamic entity linking
modules. This module maintains emerging entities that refer to unknown people as they
appear on the news, and integrates it into VKG.

system previously shown in Figure 6.1. Notice how the EL module has been extended to
the Dynamic EL one, which includes an aspirant generation sub-module, the Aspirants
DB, and the entities creation sub-module.

Next sub-sections describe the modules involved in the detection of emerging entiteis:
generation of aspirants (8.2.1) and entity creation with human in the loop (8.2.2).

8.2.1 Aspirant Generation

Aspirants are defined as candidates of emerging entities. We consider aspirants all NIL
entities which pass a set of conditions. Once an aspirant is detected, the system starts
leveraging it for tagging, linking documents, describing new events and searching for
them, as any knowledge graph entity.

Those entities that the EL system is unable to link to entities in VKG are called unknown
mentions. These mentions are send to the aspirant generation module. In this work, we
have limited the aspirant generation to keep only the unknown mentions that have been
recognized as persons by the NER module and that are at least composed by two words
(name and surname). The detection is highly robust because the emerging entities come
from the previously extracted event pattern, which means the entity has appeared in
a high amount of articles from different publishers, in the same context, and is thus
relevant when describing the event. Aspirants created are stored as a new entry into
an external DB with its metadata context (content language and sentences where it
appears). Its relation to news events is stored in a secondary table. Once the aspirant is
created, it is added into the Event Semantic Pattern as a descriptor, and treated equally
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as other entities in the pattern on the following event representation steps (multilingual
aggregation and event ontology).

Moreover, the aspirant starts collecting information, as keyphrases and other co-occurring
entities in the text. This intermediate steps allow, thus, to retrieve enough information
to be sure the OOKG entity is really an emerging entity and gather context about it. So,
once the entity is created, it has all the needed information to be used for disambiguation.

8.2.2 Entity Creation with Human in the Loop

The creation of emerging entities requires human validation before becoming a proper
concept in the knowledge graph. This validation is needed because sometimes the names
detected are spelling variations (aliases) of entities already in the knowledge graph, or
mistakes from the NER module. Facing these challenges, the human validator must de-
cide if the aspirant is a detection error, an alias of an existing entity, or an emerging entity.
To assist in the decision, an independent system takes care of the emerging entities by
searching for entity matching suggestions in external knowledge graphs (Google Knowl-
edge Graph (GKG), Wikipedia and Wikidata), as well as entities in VKG. Suggestion
results are displayed in an internal dashboard, together with context from the sentences
where the emerging entity has been seen. Thanks to previous process and auto-complete
tools, the human intervention is minimal and decisions can be made very fast.

8.3 Experiments

Table 8.1: Results on Generation of Emerging Entities (EE) from Aspirants.

Country Language #Stories #Deleted Entities %EE Recovered

United States en 282 373 80.16%
Spain es 251 299 74.91%

Portugal pt 115 104 85.57%

TOTAL - 648 776 78.86%

In this section we evaluate the capacity of the aspirant generator module to detect emerg-
ing entities. It was evaluated by deleting existing entities from our VKG and testing the
capacity of the system to create them again. We initially built a dataset of 648 news
events detected during the week from the 1st to the 7th of January 2019. The multi-
lingual capabilities of the system was tested by choosing events from three regions with
different languages: the United States, Spain and Portugal. The dataset was generated
by running the Event Semantic Pattern module (6.2.1), removing the corresponding per-
son’s entities from VKG, and extracting again the Event Semantic Pattern, expecting for
the aspirant generator to re-generate the deleted entities.

As shown in Table 8.1, an average of 78.86% of the deleted entities were recovered. Some
of the missing entities were composed by just one word, like Rhianna or Shakira. Our
system did not detect them because it constrains person entities to be described with
two words (name and surname). Other errors were caused by the similarity between
entities, which are wrongly disambiguated to existing entities; e.g. when deleting the
Donald Trump entity, the EL disambiguated to Donald Trump Jr. because of a perfect
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match between the alias and the similar usage context.

8.4 Analytical Results

Finally, we evaluate the performance of the system deployed in production. A statistical
study of the created entities and their quality was performed by analyzing data between
12th December 2018 and 15th March 2019. Table 8.2 presents the average number of
emerging entities detected every day in each language. After the human validation we
extracted the next metrics: 75.45% of the the detected emerging entities become new
entities, 22.15% were alias of already existing entities, and 9.7% were wrong candidates
because of NER errors.

Table 8.2: Statistics on Emerging Entities Detection by VLX-Stories

EN ES PT Total

Avg. EE detected/day 41.18 20.08 9.27 67.88

8.5 Conclusions

In this chapter we presented an emerging entity detection system. As the data generated
is served to customers, we want this system to provide maximum accuracy when adding
information into the knowledge graph, and to be able to start serving information related
to emerging entities as soon as they appear on the news. This is solved through tagging
with aspirants, a novel concept introduced by this work which consists of an intermediate
representation of entities. These representations work as entities during disambiguation
and are indexed by search algorithms. However, they will not be part of the knowledge
graph until a human has reviewed and validated it. In the entity creation module the
aspirant may be related to an already existing entity as a new alias, discarded as a
mention detection mistake, or a novel entity can be created from it.

The aspirant generation module has been evaluated with a custom dataset. In this
experiment, the capacity of the module to detect entities missing in the knowledge graph
was tested by deleting entities of type person from VKG, and evaluating if the system
was capable of re-generating such entities with data extracted from news stories. 78.86%
of the entities were generated again. The experiment highlights the system limitations
of only being able to create people entities with at least two words (name and surname).
However this limitation also avoids many noisy detections, and we consider that generally
only very famous people will be called with only one name and such entities should already
be provided by other external knowledge graphs (i.e. Wikipedia, Wikidata...). Another
point of improvement is the disambiguation step, which when deleting an entity tends to
link it with other entities with the same alias. This is the challenge 3 of the EL challenges
presented in 8.1.1 that must be managed from the EL prespective.

Analytical results of the system working on production show a high capacity of emerging
entity detection by using the news aggregation system. An average around 68 emerging
entities are detected every day. This experiment also showed that, while most of the
detected aspirants are emerging entities (75.45%), there are still also a lot of missing
alias (22.15%) and detection errors from the NER system (9.7%).
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As future work, we will automatize the detection of alias from the aspirants. This can
be easily done by using string match among multilingual alias, and using entity co-
occurrences as context for disambiguation. Another relevant feature to work on is on the
extension of the system to other types of entities, like ‘events, ‘locations’ and ‘organiza-
tions, which are also highly descriptive of news events and often used by search engines
users.
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Novel Facts Validation

In recent years, the amount and size of knowledge structured resources has extremely
grown, together with automatic methods for its population. Thus, the need for method-
ologies and tools able to asses the quality of these linked data resources has also increased.

Automatic methods for extracting structured knowledge from unstructured text, require
Information Extraction (IE) models, like the ones presented in Part I. In particular,
for extracting facts (or triples) from unstructured text, relation extraction methods are
required. Over the last years, the Natural Language Processing (NLP) community has
accomplished great advances regarding this IE task [30, 173]. These models achive high
performance with supervised methods tested on research datasets, as the one presented
in Chapter 3. However, the information extracted by these systems is still imperfect,
and may compromise knowledge graphs data veracity and integrity when performing a
population task.

To asses these data quality problems, the Semantic Web community has developed se-
mantic technologies to express how the world is structured. For example, ontology lan-
guages like Web Ontology Language (OWL) represent complex knowledge and relations
between things, and constraint mechanisms like Shapes Constraint Language (SHACL)
specify rules and can detect data constraints violations. When building ontology-driven
IE systems, these semantic techniques can be applied to asses data veracity and detect
false positives before adding erroneous information into the knowledge graph.

Despite ontologies and validation tools are capable of detecting semantically wrong
triples, e.g. persons being married to buildings (type constrains) or persons having
several birth dates (data constraints); there are triples that are semantically correct but
are still wrong. Detecting such errors is challenging, as it is not possible to detect by
applying rules and more sophisticated methods are needed. A way of maintaining such
high triple quality is the use of triple classification techniques. This techniques consists
on training a binary classifier for predicting the validity of a triple, before adding it into
the knowledge graph.

In this chapter we develop data validation and triples classification techniques to asses the
quality of triples extracted from unstructured text with IE techniques (Part I). Following
previous work on aggregating news articles (Part II), we are going to validate the quality
of triples extracted from articles clusters. As described in Part II, aggregated news are
clusters of news articles describing the same story. While web-based news aggregators
such as Google News or Yahoo! News present these events with headlines and short
descriptions, we aim towards presenting this information as relational facts that can
facilitate relational queries. As shown in Figure 9.1, the system ingests unstructured text
from these news stories as input and produces an RDF graph as output, completing all the
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Figure 9.1: Example of graph constructed from sentences from aggregated news articles.

way from unstructured text found in the Web to a knowledge structured representation
of data.

In the example from Figure 9.1, we can see how many of the sentences in the in-
put text are expressing the same relations, e.g. sentences “Microsoft announced
that its co-founder, Bill Gates..”, “Microsoft’s billionaire co-founder, Bill Gates...”,
and “Microsoft co-founder Bill Gates said...” can all be synthesized with the triple
〈Microsoft, FoundedBy, Bill Gates〉. The validation system takes advantage of this re-
dundancy, as well as other extracted triples, to detect contradicting information while
verifying against our ontology and the knowledge graph data. The triple classifier will
also take advantage of such redundancies. Instead of basing the triple validity prediction
on the contextual probability, the classifier will use features based on the redundancies
given by the aggregated news.

The contributions of this chapter can be summarized as: a) The addition of a validation
module on top of a relation extraction module, which exploits the context and redundancy
from aggregated news. We show how this validation highly increases overall data quality
on the new AggregatedNewsRE1 dataset presented. b) The construction of a triple
classifier to ensure the automatic population offers high precision.

The remaining of the chapter is structured as follows: an overview of the integration
of the triple validation and triple classification modules in the whole knowledge graph
population framework is described in section 9.1; background on semantic constrains is
presented in section 9.2. In section9.3 we present related work on RDF validation and
triple validation. Following, our proposed triple validation and the triple classification
methods are presented in 9.4. Section 9.5 provides experimental evaluation on both
systems, and section 9.6 presents analytical results of the system on production. Finally,
we provide some conclusions in section 9.7.

1https://figshare.com/articles/dataset/AggregatedNewsRE_Dataset/12850682

https://figshare.com/articles/dataset/AggregatedNewsRE_Dataset/12850682
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9.1 System Integration Overview

In this chapter we describe the triple validator and triple classifier modules. These two
modules integrate into the whole knowledge graph population framework from Figure 7.1.
Notice how the first module discards semantically incorrect triples while the second one
uses redundant predictions to avoid adding incorrect triples into the knowledge graph.
In this section we review the integration of these two modules into the whole population
system.

As can be seen in Figure 7.1, the triples validator ingests the triples outcoming the RE
module, which are represented as an RDF graph. This module validates the graph by
applying the SHACL constraints defined in the knowledge graph, and outputs an RDF
graph of valid triples. Such triples are stored as RDF graphs for each event in VLX-
Stories Triples knowledge base.

Finally, all triples from the RDF graphs in VLX-Stories Triples are aggregated into unique
triples. Information from all predictions is gathered and feature vectors are constructed
from it. These vectors are feed into the triples classifier, which estimates the probability
of a triple being true. If this probability is above a given threshold, the triple is added
into VKG.

9.2 Background

When building knowledge graphs from unstructured or semi-structured data, information
extracted is specially vulnerable to quality issues [107]. In this section we overview the
main SHACL constraints used in this work (9.2.1).

9.2.1 Constraints Overview

We divided the validation rules applied in two main groups: type constraints, where
validation is based on rules from the pre-defined ontology concerning the entity-types a
relation can connect; and data constraints, where validation relies on data from other
triples in the KG.

• Type Constraints: When defining an ontology, domain and ranges are associated
to the different kinds of relations. These properties describe if a relation can link
a subject to an object, based on its associated type classes. The domain defines
the types of entities which can have certain property, while the range defines the
entity types which can work as an object. Domain and range properties also apply
to types sub-classes defined in the ontology hierarchy. As an example, if the rela-
tion “FoundedBy” is applied from a root domain “Organization” to a root range
“Person”, this means entities with types or sub-types of this domain and range
can be linked by this property. However, if we restrict the relation “MemberOf-
SportsTeam” to the domain “sportsPerson” and range “sportOrganization”, only
the entities with these sub-types will be linked by this relation. For all relations in
our ontology we defined their respective domains and ranges, which will be used
for validation.

Notice that when applying this rule we will discard false positives, but if we are
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missing entity-types relations in the KG, we will also discard some true positives.
For example, we may know some entity is type “Person”, but if we do not have
the association of this entity with the sub-type “Politician”, we will discard triples
of this entity involving the relation “MemberOfPoliticalPary” or “HeadOfGovern-
ment”. While this will cause a decrease in recall, it is also an indicator of missing
entity-type relations that should be populated. Nevertheless, this problem is cur-
rently not analyzed, and in this work these triples will be discarded.

• Data Constraints: We define two kinds of data constraints: cardinality and dis-
joint. Cardinality constrains refer to the number of times a property can be assigned
to an entity of a given domain. For example, an entity of type “Person” can have
at most one “BirthDate”. This constraint can also be applied considering time
range statements, to guarantee e.g. that a country does not have two presidents at
the same time. Disjoint rules guarantee that entities have to be disassociated for a
set of properties. For example, if two entities are known to be related as Siblings,
they can not be associated as Parent or Child. We apply this kind of restriction to
relations concerning the Person domain in connection to family relation properties
like Parent, Child, Sibling and Partner. Moreover, we consider inverse predicates
when applying these constraints.

9.3 Related Work

9.3.1 RDF Validation

When constructing a knowledge graph, its data is only valuable if it is accurate and with-
out contradictions. Requirements for evaluating data quality may differ across communi-
ties, fields, and applications, but nearly all systems require some form of data validation.
Following this approach, different works analyzed the consequences of errors in knowledge
graphs and established recommendations [91, 190]. The detection of inconsistencies and
errors in public knowledge graphs has also become the subject of various studies during
the past years. Many works analyzed errors in public semantic resources like DBPedia
and Wikidata, and proposed automatic methods that combine statistics and validation
tools to detect them. For example, in [191], Topper et al. enrich the DBpedia ontology
by using statistical methods to detect inconsistencies during its population. Another
interesting work by Spahiu et al. [185] presents a method that extracts data-driven on-
tology patterns and statistics, and detects data quality issues across different versions of
the data by means of semantic constraints.

When validating graphs, there are different RDF validation languages to define these
constraints, but shape approaches like ShEx [68], SHACL [105] and ReSh [166] are the
ones receiving the greatest community support and advanced features [190]. In particular,
SHACL (Shapes Constraint Language), has become the latest standard and the W3C
recommended system for validation of RDF graphs.

Following these recommendations and aiming at a high level of data integrity in our
knowledge graph, in this work we will describe the integration of a SHACL validation
module into our knowledge graph population system.
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9.3.2 Triple Classification

As knowledge graphs usually suffer from incompleteness, an important research topic is
to predict the missing connections in the knowledge graph. The most basic task to solve
this problem is triple classification, which tries to estimate the veracity, or the degree of
truth, of an unknown triple. This systems are generally based on embeddings [48], as it
is also a common technique to evaluate the quality of an embedding model [184].

Some IE systems have already integrated triple classifiers at the end of the pipeline to
detect invalid triples. For example, Distiawan et al. [46] present an end-to-end IE system
for knowledge graph population, based on a neural encoder-decoder model, complemented
by a triple classifier model. The triple classifier is trained by using entity embeddings
computed with the knowledge graph embeddings model, TransE [26] and is used to filter
invalid triples generated by the neural relation extraction model, improving the whole
system precision.

In this dissertation, we propose a new triple classification method. Our method, instead
of using embeddings to measure the triple coherence, uses the redundancy of many pre-
dictions from a RE module and extracts features from the origin sentences that will be
useful to validate the confidence of the triple predictions.

9.4 Method

9.4.1 RDF Validation

To enhance extracted triples quality, we propose knowledge graph population on aggre-
gated news over free crawled data, and a validation method that exploits the redundancy
on this information. On one hand, the fact that articles come from verified sources and
have been clustered on news story events, increases the trustfulness of the text and en-
sures that the content from which we learn is relevant. On the other hand, the aggregated
articles talk about the same agents and events, adding redundancy and context to the
predictions.

In this section we describe the validation preformed to an RDF graph extracted from an
aggregated news content. We will start presenting the nomenclature used, and continue
with the algorithm.

An RDF graph G is constructed by a finite set of triples t = [t0, ..., tn], where 0 ≤ n.
Triples are of the form (s, p, o), where s is the subject, p the predicate and o the object.
s and o are the nodes elements in the graph G, and p the edge. Particularly, given a set
of RDF triples tAN , extracted from an aggregated news (AN) content, and composing
an RDF graph GAN , our triple validator follows the methodology described in algorithm
1.

9.4.2 Triple Classification

The approach taken to verify the confidence of the triple prediction is inspired by the
triple classification method, commonly used to evaluate entity embeddings [184]. This
method consists on training a classifier which estimates the probability of a given triple
being true. Nevertheless, our estimation is not going to be based on context and embed-
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Algorithm 1 Triple validation algorithm

1: Repeated triples in GAN are merged in a graph of unique triples ĜAN , where ĜAN ≤
GAN .

2: The occurrence count for each unique triple is stored in a counter c = [ct̂0 , ..., ct̂m ],

where ct̂j is an integer ≥ 1 with the number of occurrences of a unique triple t̂j .

3: A second graph (GKG) is constructed with all KG triples from entities appearing in
the same aggregated news content.

4: ĜAN is extended with GKG, being G = ĜAN ∩GKG.
5: SHACL constraints are applied to G.
6: The SHACL validator outputs a set of a valid triple tv, invalid triples by type tit and

a list of alternative sets of incompatible triples by data constraints Td = [td1 , ..., tdk ]
where each set tdl is composed by a valid triple tvd followed by the triple that would
be incompatible with the previous one tid.

7: if triples are invalidated by type constraints (tit) then
8: Discard triple
9: end if

10: for each set of incompatible triples by data constraints (tdl) do
11: if triple tvdl ∈ GKG then
12: Correct Set. The invalid triple (tidl) in the set is discarded.
13: else
14: if ct̂vdl

> ct̂idl
+ α, (being α ∈ R and α ≥ 0), then

15: Correct Set. Discard invalid triple tidl .
16: else
17: Incorrect Set. Discard all triples in tdl
18: end if
19: end if
20: end for
21: Final output consists in an RDF graph of valid and unique triples extracted from the

aggregated news content, ĜANv

dings features, as it usually does when willing to evaluate embeddings. As the prediction
has been done through a RE model, we generate a feature vector based on the sentence
that originated the prediction, the trained model and the prediction confidence. As RE is
applied on top of aggregated news, we find several sentences expressing the same relations
between concepts, and thus, we expect a lot of equivalent triples. We use this redundancy
as a metric of confidence, as we believe it is more probable that the estimation is correct
if it has been predicted several times in different sentences.

First, all triples stored in VLX-Stories Triples will be unified into unique triples, i.e.
multiple equivalent predictions are unified to one. Then, the information related to all
predictions that lead to the same unique triple is going to be used to construct feature
vectors. After analyzing several RE prediction results, we observed different variables
that make the predictions less reliable. For example, when there are a lot of entities in
a sentence, the relation extractor tends to fail by associating the same relation among
all entities. Another variable that influences on the prediction, is the distance between
entities: the further the entities are, less reliable is the prediction. We translate these
variables into features that construct the feature vectors used to evaluate the confidence
of a triple prediction. The features that compose the feature vector used for classification
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are:

• Total sentences: it is the total number of sentences from which a triple has been
extracted.

• Total events: it is the total number of independent events or stories where a triple
has been predicted.

• Number of times valid: it is the number of times the SHACL triple validator
considered it valid.

• Number of times invalid: it is the number of time the SHACL triple validator
considered it invalid.

• Class precision: corresponds to the RE precision when estimating a the predicate
of the triple under evaluation.

• Distance between entities: to encode the distance between entities for all the
sentences that originated a triple, we construct a feature of dimension 4. Each
position encodes the number of sentences where the entities had a distance among
some ranges. First position goes from 0 to 10, second goes from 11 to 20 , the third
from 21 to 30, and the last one over 30 words apart.

• Confidence range: similar to the previous feature, in this feature we want to
encode the prediction confidence for all the sentences that originated a given triple.
It will be done with a feature of dimension 4, where the first position represents
the number of predictions with confidence between 1 and 0.96, the second position
includes the confidence range between 0.95 and 0-91, the third goes from 0.90 until
0.85, and the forth one represents predictions with confidence below 0.85.

• Number of concepts in the sentence: last feature represents the number of
concepts in a sentence. As previous two features, we encode counts of predictions
in ranges. It is going to be represented with a 5 dimensional vector, where the first
position is the count of sentences with 2 or 3 entities, second position represents
sentences with 4 to 5 entities, third from 6 to 7, forth from 8 to 9, and finally the
fifth position is the count of sentences with over 9 entities that lead to a prediction.

All the described features are encoded for each unique triple predicted in an 18 positions
feature vector. These vectors are sent to a binary classifier that predicts the validity of
the triple. Any binary classifier can be used for this task.

9.5 Experiments

In this section we present the experimental evaluation of the two methods proposed in
this chapter to asses triple quality. The aim of these experiments is to evaluate the
proposed methods for detecting invalid triples. First experiment (9.5.1) measures the
capabilities of detecting inconsistent triples using SHACL constraints, and how it can be
improved by exploding data redundancies from the aggregated news. Second experiment
(9.5.2) is to evaluate the quality of the triple classifier. We test different classical machine
learning classifiers and compare its results.
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9.5.1 RDF Validation

The effects of each step from the validation algorithm presented in subsection 9.4.1 are
analyzed here. We want to see the capabilities of this module to detect erroneous triples
and evaluate validation in the aggregated news context.

9.5.1.1 Dataset

We generated a manually annotated corpus of candidate facts extracted from aggregated
news collected by VLX-Stories (described in Part II), which we call AggregatedNewsRE.
This dataset is used to evaluate the contribution of the presented RDF validation module
and analyze the applied constraints. Sentences from aggregated news were annotated by
our EL module (presented in Chapter 2), and candidate facts were constructed for each
sentence where entity pairs were identified. After this pre-processing, the relations in
this candidate facts were manually annotated by one expert annotator. The resulting
dataset contains a total of 11 aggregated news stories and 400 candidate facts. Diverse
topics were selected for these news, in order to cover different kinds of relations. The
final aggregated news corpus includes 17 from the 27 relations in the TypeRE dataset.
Table 9.1 shows the AggregatedNewsRE dataset metrics.

Table 9.1: Metrics of the AggregatedNewsRE dataset.

Dataset #Total #Relations #Entities #Aggregated News

AggregatedNewsRE 400 17 91 11

9.5.1.2 Results

We extract triples for all the candidate facts in the AggregatedNewsRE dataset, using
the RE model introduced in Chapter 3, BERTEM+TM. On top of these results we per-
form three different levels of RDF validation, that we analyze in Table 9.2. Notice the
performance on the base result is low in comparison to scores presented in Table 3.3.
This is because the sentences in the TypeRE dataset, used to train the model, are from
Wikipedia articles, while sentences in AggregatedNewsRE dataset are from news articles,
where language expressions follow a different distribution.

Table 9.2: Comparison on the validation contribution when using contextual information
of all RDF graph extracted from aggregated news (AN). We compare the output from
the RE model (Base), type constraints (Type), all constraints validated against our KG
(Type+Data) , and all constraints validated against VKG and the triples in the RDF
graph extracted from the aggregated news (Type+Data in AN).

Precision Recall F1 Accuracy

Base 54.5 85.5 66.6 62.3
Type 60.0 85.1 70.4 67.6
Type+Data 62.8 85.1 72.3 70.0
Type+Data in AN 70.1 81.7 75.5 75.0

Our experiments compare different levels of RDF validations. First, we apply Type
Constraints, which discarded 35 triples and improved precision by a 5.5%. Second, we
test the validation of each individual triple using the SHACL constraints. This applies
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both Type and Data Constraints, and discards a total of 50 triples, increasing precision
an 8.3%. Finally, we validate the RDF graph extracted for each group of aggregated
news. This last validations uses the redundant information from the aggregated news,
discarding a total of 95 triples and improving precision by a 15.6%, with respect to the
baseline. For this last experiment, α was set to 2. As can be seen, the main effect
of validation is an increase in precision, thanks to the detection of false positives. As
expected, recall is lowered down by the Type Constraint due to incomplete entity-type
information. When the validation process uses all aggregated news RDF graph, some
true positives are discarded due to contradictions between extracted triples. Nevertheless,
notice that only a 3.8% of recall is lost, while accuracy increases 12.7%.

9.5.2 Triple Classification

The triple classification model described in section 9.4.2 is trained and analyzed in this
subsection. This evaluation aims to compare different kinds of classifiers, analyze the
impact of each feature on the final decision and tune parameters.

9.5.2.1 Dataset

To train and evaluate the triple classifier, we constructed a dataset with triples extracted
from the aggregated news articles, processed by VLX-Stories (described in Part II). Notice
we did not use the AggregatedNewsRE dataset, used in previous subsection, because we
needed a larger amount of sentences and variability to train the triple classifier model.
To generate the dataset, repeated triples across contents were aggregated into unique
triples. Accompanying each triple, all the sentences that originated it are stored. Using
the triples data and the origin sentences, the triples were manually annotated by three
persons with valid and invalid labels. In case of label disagreement, the most voted one
was chosen. The final dataset has a total of 866 unique triples, consisting on 500 valid
triples and 366 invalid triples.

9.5.2.2 Training

For each triple in the dataset we construct a feature vector consisting on the features
described in 9.4.2. Samples in the dataset are divided into train and test subsets, with
a partition of 70% and 30% correspondingly. With these partitions we will train four
different classifiers: linear SVM, gradient boosting, random forest and bagging classifier.
The classifiers are trained through the machine learning tools from Scikit-learn [146]
library.

9.5.2.3 Results

We classify all triples in the test partition as valid or invalid with the four classifiers.
Final results on the triple classification are displayed in Table 9.3. Maximum accuracy
is with the gradient boosting classifier, reaching a 73.8% and a ROC AUC of 81%.

In order to provide knowledge graph population with high precision, we want to set a
high probability threshold of the triple being correct. To choose the threshold and the
classifier that best fits our purpose, we also analyzed the precision/recall decay when
setting a threshold into the true class probability value. We changed the threshold from
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Table 9.3: Comparison of triple classification results with different classifier models.

Precision Recall F1 Accuracy AUC ROC AUC P/R

SVM Linear 82.2 60.6 69.8 67.7 78.9 0.835

Gradient Boosting 81.1 75.0 77.9 73.8 81.0 0.85

Random Forest 84.2 63.1 72.1 70.0 78.2 0.83

Bagging 84.3 0.669 74.6 71.9 78.5 84.8

Figure 9.2: Precision Recall Values for the tested classifiers when varying the total score
threshold from 0.89 to 0.99 in 0.1 steps.

0.99 to 0.85 with steps of 0.01 and checked its effect on the four classifiers. Results are
presented in Figure 9.2. We observe Linear SVM decays fast on precision, while recall is
very low. The other classifiers provide better results, specially random forest and bagging
classifiers, which are able to provide high precision (98%) with a recall above 50%, with
a threshold between 0.89 and 0.85.

9.6 Analytical Results

In this section we evaluate the performance of the system in production for the two
modules presented in this chapter.
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9.6.1 RDF Validation

In this subsection we study the quantity and quality of the generated triples on the online
knowledge graph population system under study. We analyze triples extracted from 171
aggregated news, collected during a period of time of 24h. From these news stories
706 triples have been obtained, setting an average of 4.12 triples/content. However, if
we aggregate repeated triples extracted from the same content, we have a total of 447
triples. These values show high redundancy on these data.

The final population system not only validates triples with SHACL constraints, but also
filters out triples with a prediction confidence lower than α=0.85. This threshold has
been chosen to prioritize precision over recall in order to boost data quality. From the 447
triples extracted, 29.98% are valid, while 70.02% are invalid. Among the invalid triples,
56.23% were discarded by the confidence threshold, 35.46% because of type constraints,
and 3.68% for data constraints. From the remaining 134 valid triples: 72.5% are new.
We manually evaluated these new triples and stated that 88.6% of them are correct.

9.6.2 Triple Classification

We analyze the final knowledge graph population results on the production system. For
the triples classifier, we use the model trained with the bagging classifier, setting a
probability threshold of 0.85. According to previous experiments, this threshold provides
a precision of 98% with a recall of 56%.

The knowledge graph population module is executed once a day, selecting which triples
extracted from VLX-Stories are sent to VKG for ingestion. We analyze results from an
execution from the 13th of May 2020: 113 unique triples, extracted from unstructured
text, are sent to the VKG. From these triples, only the 57% are finally ingested by VKG,
the other ones are discarded because they were already in the knowledge graph. We
manually analyzed the ingested triples and we detected 10 wrong triples, stating that a
84.6% of the total triples ingested are correct.

Additionally, we analyzed the incorrect triples in search of patterns. We noticed most
of them having a good relation prediction, but being wrong because an incorrect entity
disambiguation. We believe this could be solved by introducing knowledge graph embed-
dings on the classification, that would provide context, which will be addressed in future
work.

9.7 Conclusions

In this chapter, we explored opportunities in the intersection between NLP and Semantic
technologies. We demonstrated how combining both modalities can provide improved
data quality. The contributions presented in this chapter are focused on the validation
and quality enhancement of the triples extracted to provide a high precision knowledge
graph population.

First contribution is based on the usage of semantic technologies for triple validation. On
top of an IE system, we have built a SHACL validator module that ensures coherence and
data integrity to the output RDF graph. This module enforces restrictions on relations
to maintain a high level of overall data quality. The novelty in this module resides in
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exploiting context and redundancy from the whole RDF graph extracted from aggregated
news. Finally, we provide metrics on the system performance. Thanks to the validation
module the system increases precision by a 15.6% over the baseline, discarding most of
the erroneous triples.

Second contribution consists on a triple classifier module. This classifier selects those
most probably correct triples to be added into the knowledge graph, preventing it from
growing with noisy data. This module aggregates triples extracted from multiple aggre-
gated news and classifies them into correct and incorrect triples. The probability of the
triple of being correct is compared against a threshold to decide if the triple should be
ingested by the knowledge graph, or not. Unlike common triple classifiers, which are
based on entity embeddings, our method constructs feature vectors based on attributes
extracted from the sentences that originated the prediction, and the classifier itself. The
extracted probability can be understood as a confidence score based on redundant triple
predictions. Experimental results show a classification accuracy of up to 73.8% with a
gradient boosting classifier. According to our results, we can warranty a precision of 98%
with a recall of 58%, when using a bagging classifier and setting the probability threshold
at 0.85. Finally, all the modules are integrated into the production system, which daily
detects over 100 triples, which are sent to VKG for ingestion.

The two models presented in this chapter can be used independently, but they comple-
ment each other when applied together, ensuring a greater data quality. In one hand,
the SHACL validator module ensures data sent to VKG is coherent with the type con-
straints and does not contradict other information in the knowledge graph or in the other
triple predictions. In the other hand, the triple classifier provides a confidence filtering.
This system is, thus, capable to detect incorrect predictions that are valid according to
SHACL constraints.

As future work, we plan on extending the triple classifier with entity embedding models,
in order to combine the prediction metrics used with contextual features. Moreover, if
we can collect a bigger dataset, neural models should be tested as classifiers.
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Knowledge graphs are a popular technology for organizing and representing structured
information, but existing methods for constructing and populating them have limitations,
particularly in terms of dynamics, timeliness and data integrity. By leveraging the wealth
of information contained in news streams, it is possible to overcome these limitations
and create knowledge graphs that are more comprehensive, dynamic and ensure quality
data. In this thesis, we explored the industrial opportunities offered by the
automatic extraction of information from news streams to create and populate
knowledge graphs. This chapter concludes the doctoral dissertation by summarising
the key research findings in relation to the research questions. We discuss the value of
our contributions and review the limitations of the study.

At the beginning of the thesis we stated the principal research question of how to generate
a dynamic knowledge graph that updates according to news changes. To answer this
question we studied Information Extraction (IE) methods, Topic Detection and Tracking
(TDT), event representation tools, and semantic technologies. The combination of all
these technologies resulted on a novel end-to-end system that provides efficient population
of knowledge graphs from aggregated news streams. As far as we are concerned, it is the
first knowledge graph population system based on aggregated news articles. Moreover,
we present a novel holistic understanding of multimodal data from the news for a better
entity extraction. The findings of this study demonstrate how both aggregated news
and multimodal information provide redundancy that can be exploded to provide more
reliable knowledge. The presented system is also an industrial tool that maintains an
event knowledge graph (VLX-Stories KG) and a media oriented knowledge graph (VKG)
with real world updates. This industrial thesis has been developed in Vilynx and all the
contributions have been deployed as industrial tools on production systems, providing
services to several media companies.

The presented system is composed by three main modules, in which we structured the
thesis: IE models (part I), event detection and representation (part II) and triple vali-
dation (part III). All together, they compose the following knowledge graph population
from news streams pipeline:

• First, a news aggregator, called VLX-Stories, parses news articles and clusters them
according to the event they discuss (Chapter 5).

• Afterwards, IE techniques are used to detect the entities appearing in the aggre-
gated articles (Chapter 2) and the relations between them (Chapter 3). Moreover,
the entity extraction model explodes multimodal data in news articles through an
holistic understanding of the information.
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• This system is extended with an emerging entity detector module, which populates
the knowledge graph with novel entities appearing in the news (Chapter 8).

• The relations extracted between the entities are validated with semantic technolo-
gies, which also take advantage of the redundancy provided by the fact of extracting
information from aggregated articles (Chapter 9). These validated triples populate
an event-centric knowledge graph, called VLX-Stories KG.

• The event discussed in the aggregated articles is synthesized by extracting the
“who”, “what”, “where”, “when” and the main “topic” under discussion. This in-
formation is also stored into VLX-Stories KG through the proposed event ontology
(Chapter 6).

• Finally, the triples inferred are used to update the relations in a media oriented
knowledge graph, called Vilynx Knowledge Graph (VKG). In order to ensure the
quality of the data added into VKG a triple classifier is added to discard incorrect
triples (Chapter 9).

Each part had its own research questions and contributions. In the following paragraphs
we summarize the findings and contributions of these three parts and chapters of the
thesis.

Part I studied IE methods to transform unstructured data to structured knowledge. To
this end, we analyzed Entity Linking (EL) and Relation Extraction (RE) systems, as we
explain next.

Chapter 2 focused on EL methods, and we created our own holistic model. We stated
the research question of if it was possible to enhance entity extraction by using mul-
timodal information. As news are composed by multimodal contents (audio, images,
videos and text) we explored the particular challenges of holistic EL systems and built
a model that combines different forms of multimodal input data and extraction meth-
ods. During the experimental evaluation, we analyzed the system performance with
different classifiers and simulated the addition of visual recognition detections. The final
best EL model got a performance of an 82% F1 score when adding visual data, which
represent a 5% improvement from the base model. With this experiment we showed
multimodal information helps enhance the extraction of entities. The second
question stated was the applicability of the entities extracted from video descriptions to
tag video contents. This question was important for the industrial deployment of our en-
tity extraction model and bringing our work to products. We performed a human rating
evaluation of the tags extracted from 1,400 video descriptions from the YouTube-8M [1]
dataset. Experimental results showed a tagging accuracy of 80.87%, and the capability
of capturing relevant non-visual concepts, descriptive of the contents. We conclude that
tags extracted from the descriptions accompanying video contents provide
rich information, useful for indexing multimodal contents.

Chapter 3 focused on the second part of the IE system, the RE module. In this chapter
we analyzed different RE methods and studied the contribution of semantic information
(i.e. entity types) when performing this task. For that, we introduced the concept of
Type Markers, and added them as a new token into the BERTEM RE model from Soares
et al. [183]. Experiments proved a 3.3% F1 performance increase with respect to the
baseline, on the well known TACRED [220] dataset, and a 2.2% increase on the TypeRE
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[61] dataset. We can state, thus, that semantic knowledge does help in improving
RE predictions.

Part II of the dissertation studied the detection and representation of events from news
articles. The goal of this part was the construction of an online system capable of
automatically detecting news events and representing them in an structured way. To
this end, we developed VLX-Stories, a system under exploitation that aggregates news
articles from news feeds and represents its contents as a knowledge graph. We distributed
the work into two main problems: event detection and event representation. Next, we
explain our approach and contributions solving these two problems.

Chapter 5 focused on event detection. We studied topic modeling and TDT literature
to create our own news aggregation system based on named entities. This system cre-
ates clusters of articles in a language and regional base. Considering each group of
news articles an event, we completed the objective and research question of
automatically detecting news events. Evaluation of the news aggregation system
was performed with the UCI-ML News Aggregator Dataset [45]. Experimental results
showed a precision of 81.58% detecting events, and an F1 score of 72.32% when classify-
ing news articles into story groups. Moreover, these news aggregation has been brought
to production. This industrial deployment has been one big challenge of our work, as
it required to work on near-real-time and to be scalable with the increasing amount of
data. To reduce the computational load we restricted the article clustering into countries
and categories, reducing the amount of data to be processed in each job. Moreover,
we used multi-threading and parallel processing in order to accelerate the data process-
ing time. The final news aggregation system processes an average of 17,296
articles/day, detecting over 350 worldwide events/day from seven different
countries (United States, Spain, Canada, Australia, Ireland, United King-
dom and Portugal) and three languages (English, Spanish and Portuguese).

In Chapter 6 we worked on the second part of VLX-Stories, which is event representation.
In this chapter we wanted to solve the problem of synthesizing relevant news information
to quickly explore and understand and event. To this end, we studied the application
of IE tools for event representation and analyzed different semantic models to structure
news information. Our final method proposed uses a Named Entity Disambiguation
(NED) model to extract the main entities representing a news story, which we call the
semantic pattern. Afterwards, these entities are used to unify event clusters into world
wide stories. Final events are represented by means of an ontology inspired on the
Ws from journalism, and it is stored into VLX-Stories KG. The quality of the entities
extracted for each event was manually analyzed, reaching a F1 score of 90%. This tool is
used by media publishers to accelerate the editorial process, and it is helping
them on content discovery, search and to explore stories impact. In this thesis
we also contributed with the design of the interface and APIs to serve this information
and we added a section describing it (section 6.4).

Finally, in Part III, we stated the question of automatically detecting world changes.
To this end, we put together previous pieces of the worked developed, and studied the
automatic population of a knowledge graph with novel entities and facts. Additionally,
as an industrial thesis, data quality is one of the main concerns of our system. That is
why we have put research efforts on the validation of triples. We distributed this work
in two chapters, one focused on the automatic detection of novel entities, and the second
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one dedicated to novel fact validation, as explained in the next paragraphs.

Chapter 8 introduces an extension of the EL pipeline to provide emerging entity detec-
tion. The system automatically creates an intermediate representation of entities, called
“aspirants”, which, after human validation, will become knowledge graph entities or new
alias. The emerging entities detection capabilities were tested by deleting entities from
the knowledge graph and evaluating if they were created again with data from news
stories. Results concluded with almost 80% of the entities deleted being created again.
Current system is deployed on production, generating an average of 68 emerging entities
a day. Research contributions of this chapter are based on the introduction of
“aspirants”, as a novel entity representation to dynamically integrate emerg-
ing entities into production systems, while ensuring a clean knowledge graph
population with novel entities.

Chapter 9 completed the knowledge graph population by validating triples inferred by the
RE model, before ingesting them into the knowledge graph. In this chapter we studied
two different kinds of data quality verification: RDF validation and triple classification.
These two methods are complementary: RDF validation applies constraints to prevent
inconsistent data to be added into the knowledge graph, while triple classification pre-
dicts the probability of a triple to be true, regardless of the ontology consistency. In this
chapter we explored the benefits of using semantic technologies on top of NLP models
(e.g. RE model). We applied SHACL constraints on the triples extracted from
aggregated news articles, and experimental results showed a 15.6% precision
improvement. Afterwards, we apply triple classification to predict the veracity of the
valid triples. We construct feature vectors for each unique triple predicted by unifying
data extracted from many equivalent predictions. These vectors are fed to a binary clas-
sifier that predicts the trustability of the triple. We tested several classical classifiers,
and the best performing one is gradient boosting, with an accuracy of 73.8%. In the pro-
duction integration, we added a confidence threshold after the classification to guarantee
a precision of 98% with the cost of a recall of 58%. Results of triple validation and
classification proved the benefits of mixing techniques to ensure the integrity
and consistency of the knowledge graph. Moreover, we paved the way for future
investigations in the area of triple validation. With these two last chapters we automated
the detection of world changes and completed the knowledge graph population system
from news streams.

To sum up, the results of this thesis demonstrated how our approach can be used to
build a dynamic knowledge graph that is constantly updated with the latest information
from the news. The work developed in this thesis falls in the intersection of many fields,
specially Natural Language Processing (NLP) and semantic technologies, but we also
introduced holistic systems that benefit from image and speech recognition models. We
found an opportunity in the confluence between these fields to generate a novel online
knowledge graph population system.

As an industrial PhD, the efforts of this work have been focused on creating novel models
that solve problems from media producers. Real world applicability of the tools created
during this dissertation has been indubitably proved with the on production deployment
of all the technologies developed, which generated commercial products for Vilynx. The
outcomes of this industrial work have been submitted for patenting in four patent appli-
cations in the United States. However, contributions have not only been industrial, as
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all the major achievements of this dissertation have been published in main conferences,
producing six peer-reviewed papers. Overall, this thesis makes a significant contribution
to the field of knowledge graph construction and population, and has the potential to
enable a wide range of applications in various domains.

Future research on knowledge graphs should keep enlarging the confluence of techniques
from different areas, with the common objective of maximising the knowledge that can be
distilled from diverse sources at large scale. In this thesis we addressed some knowledge
graphs general challenges, like dynamicity, self-learning, and quality assessment. We are
happy to have contributed with advances on the field and believe that research should
keep growing on these directions for the complete adoption of knowledge graphs, which
can foster scientific progress in broad aspects of society.





Future Work

In this final section, we put into perspective the results and insights gained in each part
of the thesis, and present the next steps and exploring possibilities.

Part I studied IE methods to transform unstructured data to structured knowledge. The
presented method consists on an Entity Linking (EL) system, followed by a Relation
Extraction (RE) model. Future work on IE should approach the joint extraction of
entities and relations, with an holistic point of view. Current literature already includes
many works that prove joint EL and RE provides better accuracy on both tasks [224,
222, 217]. However, non of these systems have included yet multimodal information,
which has great potential, as demonstrated in this thesis.

Going down to each chapter, there is also room for future research in the individual models
presented. In Chapter 2 we proposed an holistic EL model and proved its potential to
enhance entity extraction from text. Future work on the EL model should study the
extraction of novel entities, which still have low popularity score and introduce entity
trendiness metrics. Also, there are research opportunities on the contextual models,
like knowledge graph embeddings oriented to EL, and the integration of new entities into
embeddings models without retraining the whole system. Finally, experiments and model
training of this part of the thesis were limited by the little amount of annotated data
and the difficulty to find good holistic examples. Current data used for the training and
experimentation was self annotated by Vilynx’s, being costly and highly time consuming
to obtain. With larger datasets available, there is room for improving Named Entity
Disambiguation (NED) with state-of-the art neural models. Chapter 3 focused on the
second part of the IE system, the RE module. As future work, we would like to integrate
knowledge graph information into the language model, which we believe would provide
better context through semantic information, as some works in the literature have already
proven [149].

Part II of the dissertation studied the detection and representation of events from news
articles. Chapter 5 focused on event detection problems. The system was tuned in order
to prior precision over recall, but in the future we want to improve the amount of false
negative article assignations. In Chapter 6 we worked on the second part of VLX-Stories,
which is event representation. We found difficulties on the performance evaluation, be-
cause there is no dataset that we could use to test the end-to-end system. We tested
different parts of the system independently but we would like to get an objective metric
of the whole performance. However, to get that we would require a human evaluation to
analyze if we are missing or merging events. In the future we would like to design quality
evaluation experiments to get insights on the main parts to improve.

Finally, in Part III, we studied the automatic population of a knowledge graph with novel



entities and facts, and the validation of triples to provide high quality data. Chapter 8
introduces an extension of the EL pipeline to provide emerging entity detection. So far,
novel entities created are only of type ‘person’, but in the future we want to extend it to
other types of entities like ‘locations’, ‘organizations’ and ‘events’. Moreover, we want
to automatize the detection of alias from aspirants by using string match and contextual
features. Chapter 9 completed the knowledge graph population by validating triples
inferred by the RE model, before ingesting them into the knowledge graph. Future
work on this model should focus on adding contextual information thought the use of
knowledge graph embeddings. Also, the models used for classification were limited by
the amount of annotated data. With a larger corpus of triples we would be able to apply
neural models and improve triple classification results.

To conclude, we are happy to have contributed on some of the main research lines of
knowledge graph population and we encourage future researchers to keep exploring the
multiple opportunities behind learning from news streams and multimodal sources.
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