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Abstract—The fast growth of video data requires robust, efficient, and scalable systems to allow for indexing and retrieval. These systems must be accessible from lightweight, portable and usable interfaces to help users in management and search of video content. This demo paper presents LIvRE, an extension of an existing open source tool for image retrieval to support video indexing. LIvRE consists of three main system components (pre-processing, indexing and retrieval), as well as a scalable and responsive HTML5 user interface accessible from a web browser. LIvRE supports image-based queries, which are efficiently matched with the extracted frames of the indexed videos.

I. INTRODUCTION

Multiple Content-Based Image Retrieval (CBIR) systems are publicly available, all with different characteristics regarding performance and features. Content-Based Video Retrieval (CBVR) systems, however, are scarcer and present additional challenges when compared to their image-oriented counterparts. These factors are primarily related to the temporal information available from a video document and the difficulty to handle big amounts of data [1].

The increasing amount of data generated by ubiquitous video cameras increases the need for tools capable of managing them. Retrieval tasks like finding scenes with certain semantic content, or similar moments to the one depicted by an image are common when dealing with video databases.

In this demo paper we present LIvRE, a novel open source tool capable of indexing video files and retrieving moments based on visual content. LIvRE is an extension of the Lucene Image Retrieval Engine (LIRE) [2], a CBIR library developed in Java, and later extended to Solr [3]. LIRE is the backbone of LIvRE and provides tools to cover the three main components of our CBVR: parsing, indexing and retrieval. LIRE has been extended and adapted for video indexing, and wrapped with a responsive user interface accessible from both mobile and desktop devices, with an embedded video player to interact with the search results. Figure 1 presents the basic functionality of LIvRE. A query image is uploaded or referred with its URL to the web-based LIvRE interface. Results are displayed adapted to the user display, presenting on the upper part a video player to inspect the results, while showing in the bottom part of the interface thumbnails of the video segments that match the query. LIvRE is available online 1 under GPLv3 license, along with the tools and documentation for its deployment and setup as well as a working demo.

This paper is structured as follows. Section II overviews other related video search engines. Section III presents how the LIRE image-oriented system was extended to index videos. Section IV tests the performance of LIvRE on the Stanford I2V Light dataset. Finally, Section V contains the conclusions of our work.

II. RELATED WORK

There exist numerous tools that address the challenge of content-based video retrieval with a large variety of approaches and techniques [4].

Content-based video retrieval finds its origins in works such as QBIC [5] or VideoQ [6], which allowed retrieving videos based on the visual similarity of its content when compared with a visual query. Another early work by Jain et al [7] provided support for video queries by subsampling them and comparing the extracted frames with those from the indexed videos.

1http://nospotfer.github.io/livre/
The problem of video retrieval has been addressed in many cases by enriching the low level descriptors extracted from the content with more semantic tags provided by automatic concept detectors. This, combined with contextual metadata associated to the video clips, has resulted in several systems addressing video retrieval as a multimodal. IBM has explored different venues in the field of video retrieval with its iMARS system [8], both based on visual features or on automatic concept detectors. MediaMill [9] was a search engine supporting a semantic indexing process based on a lexicon of 491 concept detectors. CuZero [10] was a web-based system with an intuitive user interface, where a square grid allows formulating multimodal queries and exploring the search results in an intuitive way. Another multimodal contribution was the AXES PRO video search system [11], which allowed the user to perform text-based, concept-based or image-based searches and to refine the results using content from Google Images.

More recently, some efforts on video retrieval have addressed the hyperlinking challenge. VIREO-VH [12] is an open source video search system that builds connections between videos to facilitate retrieval.

Latest works have focus on providing video search capabilities from mobile devices. This is the case of Liu et al [13], who built a video search engine to be queried with a video sequence recorded from a mobile device. A lightweight signature for the query is generated at the mobile device and progressively transmitted to a progressive search engine on the cloud.

III. System architecture

LIRE, the base system LivRE is built upon, provides a lot of common retrieval functionality including parallel indexing, local feature aggregation, hashing, as well as approximate and linear search. LIRE supports multiple global and local features out of the box, to allow for easy comparison of new features to existing and well-known ones. Most notable global ones for this work are the Joint Color Descriptor (JCD), the Pyramid Histogram of Oriented Gradients (PHOG) , and the MPEG-7 descriptors Edge Histogram, Color Layout and Scalable Color.

Local features support in LIRE includes the bag of visual words approach as well as VLAD aggregation of local features for image retrieval. Local features are based on the OpenCV implementations of SIFT and SURF. In addition to that LIRE fully implements the novel SIMPLE [14] descriptor to using global features on local image patches with configurable key point detectors.

For indexing LIRE builds on the Lucene text search engine and supports linear search in RAM and from Lucene indexes, locality sensitive hashing with an implementation of bit sampling.

A. Overall Architecture

LivRE is has three main components. The first one, the video parsing component, performs the first step by taking a video dataset as input and extracting keyframes as well as documents containing all the image features from the keyframes for indexing. The second one, the indexing component, then uploads and indexes the documents resulting from parsing. It handles Solr, the search engine, and organizes video segments and keyframes to be shown in result lists. The third and final one, the retrieval component, is integrated with the web-based user interface to query the Solr engine and to present the results to the user in a responsive web application, working on modern mobile as well as desktop browsers.

B. The Dataset

To evaluate LivRE’s performance we used the Stanford I2V Light Dataset [15]. The dataset is composed of 23,437 video clips with an average duration of 2.65 min. each, resulting in 1,035 hours of video and 3,808,760 keyframes when using one frame per second for indexing. Each video clip on the dataset corresponds to a single news story, collected from October 2012 until January 2013 from 39 different recurring newscasts in 25 different channels, segmented from a full-length newscast. These story clips are assembled from a coherent collection of successive shots, which cover a single event. Hence, each story clip usually contains tens of shots. These story clips, in the context of news videos, are the equivalent of scenes for general-purpose videos.

The dataset used is accompanied by a set of queries with ground truth annotations, as well as the code and metrics for evaluating results with the ground truth quantitatively. Image queries are collected from news websites and usually depict important events. The ground truth provided consists of 79 topics (queries). A sample query image from the ground truth and retrieval video results from the dataset are shown on Figure 3. For each query image a list of all database clips
matching the topic is provided along with a list of all relevant segments within the clips.

IV. EXPERIMENTAL RESULTS

In order to mimic a broad set of applications, we divide the experiments performed with the dataset in two stages, reflecting the two levels of annotation granularity using the ground truth data and evaluation metrics provided by the Stanford I2V Dataset [15]. The metrics proposed for the data set are mean average precision (map), mean precision at rank 1 (mp@1) and the overlap accuracy using the Jaccard coefficient, measuring how much of the retrieved temporal segment overlaps with the relevant segment. At the first stage, the scene retrieval, we evaluate the ranked list of the most likely story clips to contain the query image returned by the system. At the second step, the temporal refinement, we evaluate the precision of the specific temporal segments within the clip that contain the query image with a 1 second tolerance. In Table IV we present the evaluation results using features that are known to work well, provided as a baseline. Run time performance results provided by the Solr core, running on a single mid-range server, for 136 non-cached image requests over a population of 3,808,760 indexed video frames report an average time per request of 19.5 seconds and a median request time of 16.3 seconds. Note at this point that the system at hand uses off-the-shelf parameters for hashing based search as well as image features and has not been tuned in any way to provide a base line.

<table>
<thead>
<tr>
<th>Descriptor</th>
<th>map</th>
<th>mp@1</th>
<th>nJaccard</th>
</tr>
</thead>
<tbody>
<tr>
<td>Edge Histogram [16]</td>
<td>0.154</td>
<td>0.372</td>
<td>0.061</td>
</tr>
<tr>
<td>JCD [17]</td>
<td>0.174</td>
<td>0.384</td>
<td>0.092</td>
</tr>
<tr>
<td>PHOG [18]</td>
<td>0.223</td>
<td>0.450</td>
<td>0.084</td>
</tr>
</tbody>
</table>

TABLE I

MEAN AVERAGE PRECISION (MAP) AND MEAN PRECISION AT 1 (MP@1) OBTAINED AT FIRST STAGE AND THE MEAN JACCARD (MJACCARD) INDEX OBTAINED AT SECOND STAGE FOR EACH OF THE USED DESCRIPTORS.

V. CONCLUSIONS

This paper presents a system extending the LIRE CBIR system to a CBVR system for retrieving shots within large video datasets called LIvRE. The LIvRE system, provided under GPLv3, is the integration of a collection of open-source applications, tools, plugins and modules aimed to work together as an efficient CBVR system. The modular and flexible nature of LIvRE makes it specially interesting to include new tools and descriptors. The scalability of Solr allows for live-indexing and retrieval for a wide range of application possibilities.

Adaptations were done in three main components focusing on the aspects of parsing, indexing and retrieval. Besides the implementation we presented an evaluation using a large video dataset with more than 1000 hours of video. Using the ground truth, we evaluated the performance of the system with the metrics proposed for the dataset for different common image descriptors.
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