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Challenge: Visual Features only
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Results

<table>
<thead>
<tr>
<th></th>
<th>MAP</th>
<th>P@5</th>
<th>P@10</th>
<th>P@20</th>
</tr>
</thead>
<tbody>
<tr>
<td>No context</td>
<td>0.0282</td>
<td>0.2600</td>
<td>0.2000</td>
<td>0.1233</td>
</tr>
<tr>
<td>Context</td>
<td>0.0260</td>
<td>0.2400</td>
<td>0.1967</td>
<td>0.1217</td>
</tr>
</tbody>
</table>

Conclusions

- Visual alone is useful, but not enough.
- 1.2M keyframes is challenging, video is more.
- Performance can be improved with spatial coding, larger vocabulary and concept detectors.