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Figure 1: Example of coloured images using our GAN
model compared to the state-of-the-art approaches in
Pix2Pix [5] and Górriz et al[3]

.

1. Introduction

Image colourisation is the task of adding plausible colour
to grayscale images. This transformation requires obtain-
ing a three dimensional colour-valued mapping from a real-
valued grayscale image, which leads to an undetermined
problem because the gray-scale semantics and texture pro-
vide cues for multiple possible colour mappings. The goal
of image colourisation in not to recover the ground truth
colour in a manner that it is perceived as natural by a hu-
man observer.

Our work takes as a baseline a scheme based on an
end-to-end trainable convolutional neural network (CNN)
trained with a smooth L1 loss to predict the ab channels
of a colour image given the L channel. We introduce an ex-
tra perceptual reconstruction loss during training to improve
the capabilities of a adversarial adversarial model, that we
adopt as a baseline. Figure 1 presents some examples of the
results achieved by our method.

2. Related Work
Image colourization networks are typically trained in a

self-supervised set up in which colour images are converted
to grayscale [14]. This allows quickly gathering data suit-
able for training deep neural networks. A first approach
of image colourization with deep learning was proposed by
Cheng et al. [13] by formulating a least square minimiza-
tion problem solved with deep neural networks.

The capabilities of Generative Adversarial Networks
(GANs) [2] for producing realistic samples was firstly ap-
plied for image colourization in Pix2Pix Isola et al. [5].
Some training improvements to his set up were proposed
by multiple authors [9, 12, 3]. In particular, Gorriz et al. [3]
increased the colour saturation obtained by an off-the-shelf
pix2pix model by adding batch and instance normalization
to the training, as well as multiple discriminators.

3. Methodology
In our work we add the feature (or perceptual) recon-

struction loss and include it in the objective function used
in Pix2Pix [5]. This loss was proposed by Johnson et al. [6]
for image translation tasks, defined as the squared and nor-
malized Euclidean distance between activations produced
in the early layers of the network for the output image and
the target image. Mahendran et al. [8] showed that using
a feature reconstruction loss for training image transforma-
tion networks encourages the output image to be perceptu-
ally similar to the target image, but does not force them to
match exactly.

In our implementation, rather than using only per-pixel
loss functions depending only on low-level pixel informa-
tion, we train our networks using added perceptual loss
functions that depend on high-level features from a pre-
trained loss network. During training, perceptual losses
measure image similarities more robustly than per-pixel
losses. This way, when we feed an image to a pretrained
network for image classification, the model has already
learned the perceptual and semantic information that we
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would like to measure. So comparing the network’s acti-
vations from the ground truth and the generated image pro-
vides perceptual information.

The computation of the feature reconstruction loss cor-
responds to the squared and normalized Euclidean distance
between the activations of a selected layer produced by the
real image and generated image, when forwarded through
the perceptual loss network.

For our experiments, we have tried different types of pre-
trained neural networks to extract the features to be com-
pared. The first group of experiments used either a VGG16
network [11] or ResNet50 network [4] classification net-
works, were both were pretrained for image classification
on the ImageNet dataset [1]. The second group of exper-
iments is based on either U-Net [10] or FPN [7] segmen-
tation networks, both composed by classification networks
pretrained on ImageNet and COCO dataset, respectively.

4. Experimental Results
4.1. Implementation Details

We define as baselines a U-Net [10] architecture as gen-
erator, and PatchGAN as the discriminator, the same ap-
proach as is pix2pix [5]. Training data are extracted from
the ImageNet dataset. We select 50,000 RGB images that
represent 50 images per class for training, and 10,000 test
images selected as 10 images per each class. All classes
are converted to CIE Lab colour space. The best results
were obtained with the feature reconstruction loss on block3
conv3 layer from the VGG16 network, with a loss weight of
0.00001. This configuration was trained for 23 epochs, dur-
ing 36 hours.

4.2. Quantitative results

Evaluating the quality of a colourised image in a quan-
titative way is a challenging task, and still remains to be
solved. Therefore, quantitative measures reflecting how
close the outputs are to the ground truth data may not char-
acterise the human perception of the problem. Neverthe-
less, we have used quantitative measures in order to quan-
titatively compare the results of the proposed methods to
others in the literature.

The plots in Figure 2 represent the colour histogram of
the real coloured images, pix2pix baseline [5], Górriz et al.
[3] and our model with different backbones. As quantitative
metrics, we have chosen the Kullback Liebler Divergence.
Furthermore, as state-of-the-art methods on colourisation,
we have also included peak signal to noise ratio (PSNR).
They are represented in Table 1.

Our model with the VGG16 backbone has the most sim-
ilar histogram to the real histogram, denoting more vivid
colours in the image. PSNR is a measure that does not pe-
nalize desaturated results, so pix2pix performs better.

(a) A channel (b) B channel

Figure 2: Comparison of logarithmic colour histograms for
both AB channels for CIE lab colourspace. The wider the
histograms, the more colours they are representing, and
more vivid the resulting images are.

Table 1: Quantitative metrics for the models

Models Backbone JS divergence PSNRa b
pix2pix - 0.13 0.13 26.70

Górriz et al. - 0.06 0.06 25.14

Our model

VGG16 0.009 0.05 25.13
ResNet 0.12 0.13 25.23
Unet 0.23 0.19 25.19
FPN 0.15 0.19 25.24

Table 2: Qualitative metrics for the models

Model Naturalness
Ground Truth 0.87

pix2pix [5] 0.53
Górriz et al. [3] 0.26

Ours with VGG16 0.38

4.3. Qualitative results

A perceptual realism study was performed, similarly
to the one presented in ChromaGAN [12]. Images were
shown to non-expert participants, where some are ground-
truth colourisation and others the results of a colourisation
method. The colourisation methods included were: our
method with VGG16 backbone, pix2pix [5] and Górriz [3]
implementation. For each image shown, the participant in-
dicates if the image has real or generated colours.

The qualitative study was run for 150 ground truth im-
ages and 150 images for each model. Each participant had
50 images to label, and the study was performed 35 times.
Perceptual realism corresponds to the % of pictures noted
as real from each model.

The results presented in Table 2 show how pix2pix
achieves better perceptual realism, as participants tend to
classify desaturated images as real. Our model produces
more colourful results that are perceptually coherent, so it
is suitable when aiming at equally vibrant results.
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