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ABSTRACT 

In this paper. we address video scalability in the framework of 
a region-based coding system, allowing content-based func- 
tionalities. The proposed algorithm can construct scaled lay- 
ers from a video sequence, each one with either fixed bit-rate 
or fixed quality, allowing content based manipulation. Two 
modes of operation have been defined: a supervised mode, 
that allows the user to select the objects to be coded in the 
enhacement layer, and an unsupervised mode, where this se- 
lection is done by the algoritm itself. 

1. INTRODUCTION 

Video coding scalability involves generating two or more video 
layers from a single video source. One of the layers, called 
basic layer, is encoded by itself to provide a basic repres- 
entation of the image, while the other layers, when added 
progressively to the basic layer, produce increasing quality 
of the reconstructed signal. This functionality is useful for 
applications where the receiver display is either not capable 
or not willing to display the full resolution supported by all 
the layers. 

Currently, many video coding standards support scalabil- 
ity. For example, in MPEG-2 there are four scalable modes, 
based on coding each layer with different sample rates or dif- 
ferent spatial. frequential or temporal resolutions. All these 
techniques have in common the fact of dealing with the im- 
age at low level (pixel or block based). New video standards 
allowing content-based functionalities, as MPEG-4, will put 
other requeriments on scalability. In these coding schemes, 
the use of semantic-based objects, also named Video Objects, 
require new scalability techniques that can operate with in- 
dividual objects of arbitrary shape in a natural way, main- 
taining as much as possible the coding efficiency. These tech- 
niques must be able to structure scalability layers on an ob- 
ject selection basis, rather that on pixel or block basis. 

In this paper, we address video scalability in the frame- 
work of a region-based coding system [l, 9, 31. This coding 
system is capable to describe the scene in terms of regions 
that can be coded independently. The proposed algorithm 
can construct scaled layers from a video sequence, each one 
with either fixed bit-rate or fixed quality. These layers are 
composed of regions at different resolution levels. The ba- 
sic layer consists in a basic representation of the whole im- 
age, while the enhacement layers will code selected regions 

or objects as separate entities, improving its coded quality, 
and also allowing content based manipulation. Selection of 
the set of regions that will be coded at a given layer can be 
done by the user or by the algorithm itself. Note that re- 
gions and objects are not equivalent concepts. A region is 
an entity without semantic meaning that is formed for coding 
purpouses according to an homogeneity criterion. A Video 
Object is an entity with a semantic meaning. In our coder, 
a Video Object can have an internal structure and be com- 
posed of several regions. This internal structure results from 
the region-based nature of the coding algorithm. By ensuring 
that regions are formed respecting the contours of the existing 
Video Objects, objects are treated as regions or agrupations 
of regions. Therefore, content-based functionalities can be 
addressed in a natural way. 

2. SCALABILITY IN A REGION BASED 
CODING SCHEME 

The purpose of this section is to depict the problem of scaling 
a coded video source into several layers, such that each layer 
has associated a fixed bit-rate or fixed quality. Our goal 
is to provide scalability while mantaining the ability of the 
coding system to address content-based functionalities, such 
as independent retrieving and manipulation of objects. So, 
we want to construct scalability layers from a video source, 
maximizing its quality for a given coding rate. These layers 
should contain regions or objects present in the scene. A 
hierarchy of objects must be defined, to select. which objects 
should be coded in the different layers. 

In the case of video coding without scalability, only one 
coded video layer is generated. The generation of this single 
video layer can be faced as an optimization problem. In this 
case, the coding distortion must be minimized, given a re- 
striction on the coding budget for a given set of quantizer 
levels. This problem has been widely adressed in source cod- 
ing literature, both for block-based [lo, 71 and for segmentation- 
based [4, 81 coding schemes. In this paper, we extend the 
coding scheme showed in [4, 61 to provide scalability. This 
extension can be done in two ways. The first is to define 
and code separately each layer. The second i s  to construct 
the layers in such a way that they are globally optimal in a 
rate distortion sense. While the second solution is desirable, 
i t  poses a dependent optimization problem, whose solution 
leads in general to exponential complexity algorithms. In 
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this work, we have used the first approach. 
The algorithm will provide in the basic layer a basic rep- 

resentation of the image. For the construction of the enhace- 
ment layers, two modes can be defined: supervised region se- 
lection or unsupervised region selection. In the unsupervised 
region selection mode, the optimization algorithm selects the 
appropriate regions that will be sent in each layer. In this 
work, the criteron to choose the regions is to optimize the 
coding of the layers for a given bit budget in a rate-distortion 
sense. 

In the supervised region selection mode, Video Objects 
to appear in a given layer must be previously defined. In our 
tests for this mode, mask images have been used to define 
the objects to be included in each layer. These masks mark 
with different labels the objects to be encoded in each layer. 
Then, the regions that form these objects are tracked along 
the sequence and feed to the decision algorithm for appropri- 
ate selection [2]. 

3. S C A L A B L E  C O D I N G  A L G O R I T H M  

In this section we give a complete description of the scalabil- 
ity process. First, we outline the main steps of the algorithm. 
Then, a detailed description of each step is provided. As 
we treat scalability as an optimization problem, we will dis- 
cuss briefly how this optimization approach has been used for 
video coding. In our scheme, scalability and coding are tighly 
related, and thus are described together. The overall coding 
algorithm is defined by three main steps: 

1. 

2. 

3. 

3.1. 

Pro jec t ion  step. Partition of the current frame into 
regions and definition of meaningful objects. These 
regions and objects are related with the ones in already 
coded frames. 

Cons t ruc t ion  of the  basic layer. In this step a basic 
representation of the whole image is generated. 

Cons t ruc t ion  of enhaced  layer(s). This is done by 
selecting the regions or objects in the scene that are to 
be coded in the enhacement layer(s). 

P ro jec t ion  

We are interested in mantaining the temporal coherence of 
the regions along the successive frames. This is useful for 
coding purposes (motion compensation of contours and tex- 
ture) and to address content-based functionalities. This can 
be done by deriving in the first instance the partition of the 
current frame from the partition of the last coded frame. To 
do this, motion information is applied to the partition of the 
previously coded frame #(n-l) ,  to obtain a set of projected 
markers for the current frame #(n). These markers will be 
grown to achieve the final projected partition [ 5 ] .  To ap- 
propriately address content-based functionalities, contours of 
any Video Object present in the scene must be imposed as 
a constraint in this process. This partition provides the time 
evolution of the regions in the previous partition, i.e., the 
tracking of the regions over each frame of the sequence. In 
this process some regions may disappear while new regions 
cannot appear. Segmentation for the current image is based 
on this partition. 

3.2. Const ruc t ion  of the  basic layer 

In this step, a set of partition proposals is built, taking the 
projected partition constructed in the previous step as a basis. 
Some of the partitions in this set are created by merging re- 
gions of the projected partition on a motion similarity basis, 
while some others are built by re-segmenting this projected 
partition on a spatial basis [6, 41. The result is a hierarchy 
of partitions, called the Partition Tree, that represents the 
image with various levels of detail. Variations with respect 
to the projected partition can be properly introduced by con- 
structing the final partition for the current frame with a selec- 
tion of regions from the different levels of the Partition Tree. 
All the regions of the tree are coded with a set of texture 
coding techniques, each one with various quantization levels. 
The resulting rate and distortion figures for each region are 
stored in a hierarchic structure, called the Decision Tree. ,4n 
algorithm based on rate-distortion optimization using Lag- 
range multipliers [4] is used to select the regions that will 
form the basic layer partition. This algorithm also selects 
the optimal texture coding technique and quantizer choice for 
each region. Figure 1 depicts the whole process. 
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Figure 1: Decision process 

3.3. Const ruc t ion  of t he  enhacement  layers 

The enhacements layers will improve the coding of the basic 
layer, while preserving the ability of the coding algorithm 
to address content-based functionalities. They are built by 
further refining the regions or objects already present in the 
basic layer or by defining new regions. As information about 
the texture of the regions has been already coded in the basic 
layer. the coding residue between the original image and the 
previous coded layer is used as information to be coded at 
the enhacement layers. 

The construction of the enhacement layer takes as initial 
point the basic layer. The process is to build a new Decision- 
Tree taking the branches under the nodes selected in the base 
layer Decision-Tree. This new tree defines a modified Par- 
tition Tree (See Figure 2). That is, a new set of partition 
proposals chat will be used by the algoritm to derive the final 
partition for the current layer. The same rate-distortion o p  
timization process used to define the base layer is used here 
to build the enhacement layer. This step can be iterated to 
construct the desired number of enhacement layers. 

At each layer, new regions or Video Objects will appear. 
The fact that the regions in the various levels of the Partition 
Tree are organized hierarchicaly is used by the optimization 
algorithm to select the appropriate regions or objects that 
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will be placed at  the different scalability layers. This selec- 
tion can be done by the coding algorithm itself, in order to 
obtain optimal results for a given criterion (in our case, rate- 
distortion). Another possibility is to allow interactivity of 
the user, by externally selecting the objects to be placed in 
each layer. In this case, the system is able to address content 
based functionalities. 

Unsuperv ised  region selection mode. The object- 
ive is to enhace the coding already done in the basic 
layer by distributing the bit budget among the regions 
of the new Partition Tree. In this case, it is the optimiz- 
ation algorithm itself who decides which regions are to 
be sent in a given layer on a rate-distortion sense basis. 
The process is the same that is used for the basic layer. 
We have to point out that, in this case, regions may not 
have any semantic meaning, because the criterion that 
is used for its definition is purely coding efficiency. An 
example of this mode is shown in Figure 2. 

-L.Y-“nr.Tl- U L.*.,O-Y,”. /q‘“ , R I L L  E; 
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bit-rates for the different layers. Finally, to give an idea of the 
quality, columns four and five show the PSNR of the selected 
object in the base and enhacement layers. This PSNR figure 
is an average over all the coded frames. 

kbps kbps kbps (base) (enh.) 

Weather 37.0 37.0 74.0 27.4 31.4 
Akiyo 27.2 45.2 30.4 33.2 

Table I: Bit rates for three examples 

Figure 3 depicts the quality of the coded frames along 
the sequence. For the News sequence, PSNR figures of the 
selected object in the base and enhaced layers are presented 
for each coded frame. Using 37.6 kbps for the enhaced layer, 
a quality improvement of 4.5 dB in average is reached. 
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Figure 2: Unsupervised mode: Example with two layers 
Figure 3: Evolution of PSNR of the news sequence. 

Superv ised  region selection mode. In this mode, 
the key point is the possibility to provide external con- 
trol or interactivity over the objects that are to be 
placed on the enhacement layers. To select the ob- 
jects, a mask that marks all these objects and defines 
its hierarchy along the layers is used for each frame of 
the sequence. These masks can be externally provided 
for all the frames or, given a selection mask for the first 
frame of the sequence, the regions under the mask can 
be tracked along the sequence by means of an appro- 
priate algorithm[2], so that the masks in the following 
frames are automatically generated. It is this capability 
of marking and tracking specific objects what gives the 
algorithm its strength to handle content-based func- 
tionali ties. 

4. R E S U L T S  

In Table 1, the results of coding the sequences News, IVeeather 
and Akiyo with different bit rates are presented. The second 
column of the table shows the bit-rate devoted to encode the 
base layer. Third column shows the bit-rate for the enhace- 
ment layer and the fourth column shows the bitrate that takes 
the sequence at  full resolution. This bit-rate is the sum of the 

Some results are presented using the supervised mode 
with two scalability layers. A mask image is provided for 
each frame of the sequence to define the objects included in 
the enhacement layer. Figure 4 shows, for a frame of sequence 
News, the original image, the base layer and enhaced layer 
coded images. as well as an example of the selection mask 
and resulting partitions for the two layers. Note that, in the 
enhaced layer, all the coding budget is spent on the regions 
inside the selection mask. It can be observed that the parti- 
tions for the base and the enhaced layers are quite different. 
The segmentation of the base layer reflect moving regions 
(e.g. the ballerina a t  the back screen), whereas the segment- 
ation of the enhacement layer is constrained by the object 
selection mask. Note that the objects in the enhaced layer 
mask are composed of several regions. This re-segmentation 
is selected by the algorithm in order to optimize the coding 
of the objects. 
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Figure 4: Coding examples 
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