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Abstract. This work adapts a deep neural model for image saliency prediction to the temporal domain of egocentric video. We compute the saliency map for each video frame, firstly with an off-the-shelf model trained from static images, secondly by adding a convolutional or conv-LSTM layers trained with a dataset for video saliency prediction. We study each configuration on EgoMon, a new dataset made of seven egocentric videos recorded by three subjects in both free-viewing and task-driven set ups. Our results indicate that the temporal adaptation is beneficial when the viewer is not moving and observing the scene from a narrow field of view. Encouraged by this observation, we compute and publish the saliency maps for the EPIC Kitchens dataset, in which viewers are cooking.

1 Motivation

Saliency prediction refers to the task of estimating which regions of an image have a higher probability of being observed by a viewer. The result of such predictions is expressed under the form of a saliency map (heat maps), in which higher values are aligned with those pixel locations with higher probabilities of attracting the viewer’s attention. This information can be used for multiple applications, such as a higher quality coding of the salient regions \cite{24}, spatial-aware feature weighting \cite{17}, or image retargeting \cite{21}. This task has been extensively explored in set ups where the viewer is asked to observe an image \cite{10,13,12} or video \cite{22} depicting a scene.

Our work focuses on the case of egocentric vision, which presents the particularity of having the viewer immersed in the scene. In this case, the user is not only free to fixate the gaze over any region, but also to change the framing of the scene with his head motion. When collecting datasets, this set up also differs from others in which the same image or video is shown to many viewers, as in this case each recording and scene is unique for each user. Egocentric saliency prediction has been studied in the past \cite{5,20}, a research line that we extend by assessing a state of the art model in image saliency prediction to this egocentric video set up. We developed our study on a new egocentric video dataset, named EgoMon, and added a temporal adaptation on the SalGAN model \cite{16} for image
saliency prediction. We observe that the temporal saliency adaptation improves performance when the viewer is engaged in a task and with a narrow field of view, but, on the other hand, losses are measured when the viewer is simply free-viewing an open scene. Encouraged by these results, we have computed the saliency maps pertaining to the Epic Kitchens object detection challenge [3]. We believe that these data can be valuable for third-party research focusing on other task such as object detection [17] or video summarization [23]. Both the EgoMon dataset, Epic Kitchens saliency maps and trained models are publicly available [3]

2 The EgoMon Gaze and Video Dataset

The recording of an egocentric video dataset requires a wearable camera, but also a wearable eye tracker. This specificity in the hardware, together with the privacy constraints, limits the availability of public datasets in this domain. The GTEA Gaze dataset was collected using Tobii eye-tracker glasses [5]. The more updated version of the dataset (EGTEA+) contains 28 hours of cooking activities from 86 unique sessions of 32 subjects. Similarly, the University of Texas at Austin Egocentric (UT Ego) Dataset [20] was collected using the Looxcie wearable (head-mounted) camera. It contains four videos, each video 3-5 hours long and captured in a natural, uncontrolled setting. The videos depict a variety of activities such as eating, shopping, attending a lecture, driving, or cooking.

In this work we introduce EgoMon, a new egocentric gaze and video dataset. Data was recorded in Dublin (Ireland) by three different individuals wearing a pair of Tobii glasses equipped with a monocular eye tracker. The dataset is delivered as a collection of seven videos of an average length of 30 minutes. EgoMon includes both free-viewing activities (a walk in a park, walking to the office, a walk in the botanic gardens, a bus ride), as well as task-oriented activities (cooking an omelette, listening to an oral presentation and playing cards). In the case of the botanic gardens, an additional a sequence of images captured every 30 seconds with a Narrative clip camera is also provided.

3 Deep Neural Models for Temporal Saliency Adaptation

Video saliency prediction with deep neural networks has basically adapted to this task the architectures proposed for video action recognition. Two-stream networks [19] combining video frames and optical flow were applied in [1] for saliency prediction, while temporal sequences modeled with RNN [4] were adopted in [11]. The authors of the largest dataset for video saliency prediction, the DHF1K (Dynamic Human Fixation 1K) dataset [22], also trained a deep neural model based on ConvLSTM layers to predict the saliency maps. Similarly, the authors of [6] propose a complex convolutional architecture with four branches fused with a temporal-aware ConvLSTM layer. Regarding egocentric saliency prediction with

deep models, Huang et al. [9] propose to model the bottom-up and top-down attention mechanisms on the GTEA Gaze dataset. Their approach combines a saliency prediction with a task-dependent attention module, which explicitly models the temporal shift of gaze fixations during different manipulation tasks.

Our proposed architecture starts by processing each video frame separately with SalGAN [16], an image-based saliency prediction pre-trained trained on the SALICON dataset [8]. SalGAN outputs a sequence of static saliency maps which were fed into two types of adaptation layers: 128 convolutional filters [14] of kernel size 3x3 and padding of 1, and its temporal-aware counterpart as ConvLSTM [18] with the same convolutional parameters. Their parameters were estimated from 700 training videos from the DHF1K dataset [22]. An SGD optimizer with 0.9 momentum was used, and the learning rate started at 0.00001 and decayed with a 0.1. There was also a weight decay of 0.0001.
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**Fig. 1.** Architecture of the dynamic model. The static model uses plain convolutions without the LSTM temporal recurrence.

### 4 Experimentation

The proposed model was assessed firstly on the same DHF1K dataset [22] the same from which the conv and convLSTM layers were trained. Afterwards, the model was assessed on the proposed EgoMon dataset to draw our conclusions in the egocentric domain.

Table 1 indicates that, surprisingly, the off-the-shelf (frame-based) SalGAN model [16] outperformed the state of the art model on the DHF1K [22] dataset. On the other hand, the quality of the prediction decreases when the conv or
Table 1. Performance on the DHF1K dataset.

<table>
<thead>
<tr>
<th></th>
<th>AUC-J ↑</th>
<th>sAUC ↑</th>
<th>NSS ↑</th>
<th>CC ↑</th>
<th>SIM ↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>SoA [22]</td>
<td>0.885</td>
<td>0.553</td>
<td>2.259</td>
<td>0.415</td>
<td>0.311</td>
</tr>
<tr>
<td>SalGAN [16]</td>
<td>0.930</td>
<td>0.834</td>
<td>2.468</td>
<td>0.372</td>
<td>0.264</td>
</tr>
<tr>
<td>+ conv</td>
<td>0.743</td>
<td>0.723</td>
<td>2.208</td>
<td>0.303</td>
<td>0.261</td>
</tr>
<tr>
<td>+convLSTM</td>
<td>0.744</td>
<td>0.722</td>
<td>2.246</td>
<td>0.302</td>
<td>0.260</td>
</tr>
</tbody>
</table>

Table 2. NSS metric across the DHF1K and EgoMon datasets.

<table>
<thead>
<tr>
<th></th>
<th>DHF1K</th>
<th>EgoMon</th>
</tr>
</thead>
<tbody>
<tr>
<td>SalGAN [16]</td>
<td>2.468</td>
<td>2.079</td>
</tr>
<tr>
<td>+ conv</td>
<td>2.208</td>
<td>1.2495</td>
</tr>
<tr>
<td>+convLSTM</td>
<td>2.246</td>
<td>1.2472</td>
</tr>
</tbody>
</table>

convLSTM layers are trained on top, which indicates that the domain adaptation is damaging the performance of the original SalGAN.

Table 3. Performance on different EgoMon tasks (NSS metric).

<table>
<thead>
<tr>
<th></th>
<th>free-viewing recordings (bottom-up saliency)</th>
<th>task-driven recordings (top-down saliency)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>bus ride</td>
<td>botanical gardens</td>
</tr>
<tr>
<td>SalGAN [16]</td>
<td>1.618</td>
<td>1.182</td>
</tr>
<tr>
<td>+ conv</td>
<td>0.947</td>
<td>0.846</td>
</tr>
<tr>
<td>+ convLSTM</td>
<td>0.827</td>
<td>0.576</td>
</tr>
</tbody>
</table>

Table 2 indicates an even worse loss of performance when adding this adaptation layers in the EgoMon dataset. Nevertheless, the more detailed look provided in Table 3 that actually the adaptation layers are beneficial in those scenes where the user is engaged in an activity.

We hypothesize that this gap in performance is because the visual content in EgoMon is more similar to DHF1K than to SALICON [12], the dataset used to train SalGAN. SALICON was built from with a subset of images from the Microsoft COCO: Common objects in context (MS COCO) [15] dataset, a collection of images where the scene typically captures a wide angle with multiple objects and their surroundings. On the other hand, the task-driven egocentric activities tend to show a narrow field with little context around the objects. Examples of these scenes could be contained in the DHF1K dataset, which was built by downloading videos from YouTube after a search by keyword.
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