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Universitat Politécnica de Catalunya, Barcelona, Spain.
{cferran, josep}@gps.tsc.upc.es

Abstract

The aim of this paper is to present how structural rela-
tionships among regions can be used in the context of a gen-
eral merging algorithm based on texture. In [1] and [2], the
notions of merging order, merging model and merging cri-
terion were introduced for the creation of Binary-Partition-
Trees (BPTs). We extend this framework to syntactic fea-
tures, representing geometric relationships between image
regions, which are taken into account for the creation of
the BPT. In particular, we perform structure analysis on the
shapes and the spatial configuration of image regions. In or-
der to test the syntactic features approach, a proof of con-
cept has been carried out following a quasi-inclusion crite-
rion.

1. Introduction

This paper1 deals with the the introduction of geometric
properties into the segmentation process. For this purpose,
we assume that segmentation methods can be classified ac-
cording to two main approaches, top-down (model-based)
or bottom-up (visual feature-based). Top-down methods
link complex visual concepts (semantics) to regions (low-
level features) and bottom-up approaches infer meaning-
ful objects (semantics) from regions. In the first case, ge-
ometry can help in the search of pre-defined object fea-
tures; while in the second case, geometry can be used in the
construction of high order primitives by grouping low-level
primitives (i.e. regions). Usually top-down approaches suf-
fer from application-dependent limitations and bottom-up
approaches tend to increase in complexity when infering se-
mantic objects from low-level image features.

Region-oriented merging algorithms can be classified
into the bottom-up methods and are a convenient frame-

1 This material is based upon work partly supported by the IST program
of the EU in the project IST-2000-32795 SCHEMA and by the grant
TIC2001-0996 of the Spanish Government.

work to investigate how to introduce geometric features in
the segmentation process while keeping the complexity low.

In this framework relationships between image regions,
such as homogeneity, compactness, regularity, inclusion or
symmetry, are called syntactic features. Syntactic features
can be found by structure analysis (or syntax analysis), see
[3], and are based on shapes and spatial configuration of
spatially homogeneous regions in the image.

In this paper, image regions are obtained in a first stage
with a color-based segmentation and the syntactic segmen-
tation is applied in a second stage, see Fig.1. We focus on a
simple geometric problem –quasi-inclusion of neighboring
regions– in order to establish and evaluate a new syntactic
segmentation framework derived from the General Merging
Algorithm presented in [1] and the BPT merging scheme ex-
posed in [2].

Object representation based on structural properties is an
important research area. For example, in [6], the convex-
hull is used for the construction of a concavity tree repre-
senting the object. In this paper, we introduce a BPT repre-
sentation based on a quasi-inclusion criterion.

The paper is organized as follows: Section 2 presents
firstly the general merging algorithm (section 2.1), sec-
ondly, the color-based approach (section 2.2) and finally the
extension to quasi-inclusion segmentation (section 2.3). In
section 3, a Binary Partition Tree (BPT) is built allowing a
region-oriented image representation based on the newly in-
troduced criterion. Results are presented in section 4, and fi-
nally we will draw our conclusions and we will plan our fu-
ture work.

2. Graph-based segmentation framework

Merging algorithms are based on the concept of homo-
geneity, in terms of texture, motion or structure, for ex-
ample. The merging criterion decides whether two regions
have to be merged. In this paper we use a color-based ho-
mogeneity criterion to create a set of initial regions allowing
the evaluation of a structure-based criterion. Thus, we intro-
duce a new structure-based homogeneity criterion, which is
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Figure 1. Bloc diagram for the segmentation
process. The color-based segmentation lead-
ing to an over-segmented partition with N re-
gions. This fine partition is used as input
for quasi-inclusion segmentation. Structure-
based merging algorithm is applied to the
over segmented partition.The final partition
presents M regions, where M ≤ N .

applied on pairs of neighborhood regions by evaluating a
quasi-inclusion value. With this criterion we want to assess
whether one region is included into the other by comput-
ing its quasi-inclusion percentage.

Within this approach, the first level of abstraction is ob-
tained afer the first stage and is the representation of the
image through regions which are obtained by merging pix-
els using a color homogeneity criterion. The resulting par-
tition is used as starting region configuration for the syn-
tactic analysis in the second stage, as shown in Fig.1. Re-
gion relationships are then evaluated with a Region Adja-
cency Graph (RAG) where each node of the RAG models
a region contour allowing convex-hull computation for the
quasi-inclusion criterion. Image segmentation is an iterative
merging process performed over the RAG nodes by apply-
ing this syntactic criterion.

The quasi-inclusion value is derived from the region
convex-hull (CH). Therefore, the CH of the involved re-
gions needs to be calculated, see [5]. In this context, com-
putational geometry techniques require the appropriate se-
lection of algorithms and data structures. Since we are deal-
ing with the study of quasi-inclusion properties of image re-
gions we have to choose an image representation which em-
phasizes region connectivity while allowing efficient shape
extraction.

In the next section, we present the algorithms and data
structures that have been used in this paper for syntactic-
based and color-based segmentation.

2.1. RAG: spatial structured description

Graphs are one of the most widely used relational struc-
tures for image analysis and representation. Indeed, they of-
fer a rich and compact representation for structural relation-
ships. In this paper we are interested in spatial region con-
figurations, which are very well synthesized using the RAG.

A RAG is a set of nodes and links. Nodes represent regions
from the image, and links connect each pair of neighboring
regions. We consider that two regions, R1 and R2, are ad-
jacent when there is a common contour segment between
them in the partition image. Moreover, each node models
the syntactic or color feature of the region and each link
models the result of merging the two nodes it connects.

In this framework, segmentation is performed by merg-
ing regions satisfying a pre-defined criterion. Merging of
neighboring regions is done in the RAG by:

• Removing the link connecting those regions.

• Merging the two associated nodes in order to create
a new merged region with the model specified in the
link.

• Updating the links to the neighboring regions.

According to [1], every concept will be associated to a
different data structure resulting in the following entities:

Region model MR: concept related to the region (R) rep-
resentation.

Merging order O(R1, R2): concept related to the region
homogeneity definition, that is, the likelihood that two
regions have to be merged.

Merging criterion C(R1, R2): concept related to the ter-
mination criteria.

This representation clearly separates each segmentation
concept. All RAG nodes are firstly initialized with their cor-
responding region model. Then, links are placed in a hier-
archical queue and extracted following the priority given
by the merging order. The merging criterion is boolean
and states that two nodes will be merged only if the cri-
terion is true. When two nodes are merged the queue is
updated. This is an iterative process.

Note that the merging order defines which regions should
be merged first. Therefore, the introduction of higher level
primitives for the merging process, such as structural crite-
ria, has to be done by expressing them properly through the
merging order.

2.2. First stage: Color-based segmentation

Segmentation in the color space has been performed in
the first stage using the following values for the general
merging algorithm,

MRi
: Region is modeled by a vector in the color space.
This vector is the mean color value of the pixels be-
longing to the i-th region (Ri).

O(R1, R2): Using a zero-order model the color homogene-
ity order is a linear combination of the values defined



for each color component (c). Thus region similarity is
defined as follows:

Ocolor =
∑

c

ωcOc(R1, R2)

where, Oc(R1, R2) = AR1
||MR1

− MR1UR2
||2 +

AR2
||MR2

−MR1UR2
||2, ||.||2 is the L2 norm and ARi

is the area of Ri, i = 1, 2.

C(R1, R2): The termination criterion is the desired final
number of regions.

We choose as merging criterion the final number of re-
gions (N) leading to the creation of over-segmented parti-
tions, see Fig.2. A large number of initial regions allows us
to assume that the desired object can be obtained by merg-
ing some of this set of regions with the appropriate crite-
rion.

Starting from individual pixels the first stage yields par-
titions whose regions are homogeneous in color.

2.3. Second stage: Quasi-Inclusion-based segmen-
tation

The previous algorithm is used to obtain the initial par-
tition for a quasi-inclusion-based segmentation. Let us first
introduce some basic definitions, extracted from [4], which
might simplify the notation and allow the definition of the
quasi-inclusion concept in the context of the syntactic seg-
mentation.

Region boundary parametrization: Γ, the region bound-
ary, is a 2D simple closed curve parametrized in a
clockwise manner such as {(x(t), y(t)), t ∈ [a, b]}.

Position function z of a curve Γ: In C2 Γ can be repre-
sented as {z = z(t) = x(t) + jy(t), t ∈ [a, b]}.

Convex-hull: The CH of a set S is the intersection of all
the convex sets that contain S.

Quasi-inclusion Qinc: Quasi-inclusion is the percentage
of R1 included in the convex-hull of the neighboring
region R2.

In this paper the region boundary has been extracted with
4-connectivity and parametrized by the position function in
an interpolated image in order to simplify their extraction,
see [7]. The initial region boundaries are derived from the
image presented in Fig.2. This representation allows us to
directly obtain the relevant contour points, which are de-
fined as,

Relevant contour point (RP): is a point P belonging to a
contour Γ and having 3 or more different neighboring
region labels in the partition, or equivalently, having 3
or more contour elements.

To introduce syntactic properties into the merging algo-
rithm the following new structures, directly related to region
shape description, have been implemented:

MRi
: The region model is the region boundary Γ and the
list of the relevant points belonging to the contour.

O(R1, R2): The merging order is the percentage of R1

quasi-included in the convex-hull of R2 (CH(R2)).

Qinc =
|CH(R2) ∩ R1|

AR1

(1)

C(R1, R2): The termination criterion is simply the quasi-
inclusion threshold.

The merging of two regions (R1, R2) is performed
by combining the two models (MR1

, MR2
). In this new

framework this means:

1. Fusing the two contours Γ1 and Γ2 using the informa-
tion associated to the list of RP.

2. Updating the list of RP with the existing items.

Notice that, contour and RP extraction is only performed
once, for the initial creation of the RAG. During the merg-
ing process, the models are simply combined reducing the
computational cost.

The syntactic approach is based on the assumption that
the desired object boundary is a sub-set of the initial region
contours, this condition should be guaranteed by using as
initial partition an over-segmented image. Therefore, when
the desired object can be well modeled by quasi-inclusion
properties, segmentation should result in a single region
representing the object at some stage of the merging pro-
cess.

In this section we have presented the extension of the
general merging algorithm with a new region model, merg-
ing order and merging criterion within a syntactic ap-
proach. This is the necessary base for undertaking the
quasi-inclusion-based BPT construction.

3. Binary-Partition-Tree representation

The Binary-Partition-Tree is a region-based image repre-
sentation, usually obtained from a segmentation procedure.
The BPT allows a multi-scale representation and the region
connectivity is invariant to translation, see [2]. BPTs have
a wide range of applications such as, filtering, segmenta-
tion, information retrieval, visual browsing, etc.

In this paper we will take advantage of the BPT’s capa-
bility of tracking the sequence of mergings performed dur-
ing a merging process. The BPT construction is based on
the merging order and the region model, whereas the merg-
ing criterion is trivial. The previous merging algorithm, pre-
sented in section 2, with a trivial color or structure criterion



leads to a BPT representation. The BPT presents a compro-
mise between representation accuracy and processing effi-
ciency. That means that only the most likely feasible merg-
ings in the RAG are represented in the BPT.

Within the BPT framework, leaves of the tree are in both
cases –color and structure– the regions belonging to the ini-
tial color partition. The remaining nodes represent the re-
gions resulting from the successive mergings according to
the pre-defined homogeneity criterion. For example, apply-
ing a color homogeneity criterion each node represents a
region with the color mean of its two children. In a simi-
lar way, using structure homogeneity each node represents
a region with a contour encompassing the outer contours of
its children. Note that in both cases the root node represents
the image support.

In the next section we present some results illustrating
the concepts related to these segmentation approaches.

4. Results

In this section we first present the results of the segmen-
tation process for the color and the structure criteria. Since,
BPTs are a powerful tool for region-oriented representation,
we build the BPTs associated to this two different homo-
geneity approaches in order to compare them in the second
part of this section.

The original image of a butterfly2, the resulting color-
based partition with N = 15 regions and the initial re-
gion boundaries obtained after the first stage is shown in
Fig. 2. The initial partition is used as input for the sec-
ond stage with both criteria: color and structure. Moreover,
this partition should include the relevant regions to gener-
ate convenient color and structure BPT representations. As
we can see, the desired object regions (or boundaries) set
are present after the first stage.

Performing a quasi-inclusion segmentation using the
previous partition with different termination criteria (Qinc)
allows us to verify that the new merging procedure per-
forms well. As it can be seen in Fig.3, with Qinc = 100%
all the regions fully included into other regions are merged
resulting in a partition with M=11 regions. Relaxing the cri-
terion, for example to Qinc = 50%, all the regions hav-
ing more that 50% of his area into the CH of another region
are included into other regions are merged and the num-
ber of regions after the second stage is now M=8. We have
confirmed that this criterion can correctly deal with this ge-
ometric region relationships. Moreover, the quasi-inclusion
merging algorithm can be used for post-processing pur-
poses.

To compare color and structure approaches we construct
two BPTs, which can be seen as a tracking of all the mer-

2 This image is copyright Corel Corp.

Figure 2. Original image, color-based parti-
tion after the first stage with N=15 regions
and their associated region boundaries.

gins performed in the two different second stages. More-
over, both BPT representations are obtained using the same
color-based initial partition with N = 15 shown in Fig.2.

Firstly, a BPT is build using color homogeneity. In this
case, the first and the second stage are performed with
the same color-based criterion. Secondly, a structure-based
BPT representation is build. For this purpose, the first stage
is color-based , while the second stage is performed with a
quasi-inclusion criterion.

Figure 4 shows the BPT associated to the color-based
segmentation of the butterfly image. This representation is
based on the same merging order defined as in the first stage.
As we can see in Fig.5 and Fig.6, the black part of the but-
terfly (node 9) is merged with the dark part of the back-
ground (node 27), while the outside part, which is yellow
(node 12), is merged with the bright part of the background
(node 18). Therefore, the color homogeneity criterion is un-
able to segment the desired object because the outer part of
the objects is more similar to the background than to the im-
age parts.

The BPT representation of the butterfly image obtained



Figure 3. Structure-based segmentation. Top
Qinc = 100% and M = 11 regions. Bottom
Qinc = 50% and M = 8 regions.
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Figure 4. Color-based BPT: Example of color
homogeneity criterion

with structure homogeneity can be seen in Fig.7. Regions
are merged following the quasi-inclusion order leading to a
representation of the image region structure. In the case of a
quasi-inclusion criterion, the butterfly is obtained by merg-
ing node 9 and node 12 and represented with node 20, see
Fig.8. Note that color information has not been used.

Comparing both BPT representations, we can see that the
results obtained with quasi-inclusion can deal with intrinsic
object relationships related to the structure, whereas a color
based homogeneity is not able to manage this object prop-
erties. Even though quasi-inclusion results strongly depend
on the spatial configuration of the regions belonging to ob-
ject, these examples are a positive proof of concept to the

Figure 5. Color homogeneity criterion: Image
regions represented by the BPT nodes 12, 18
and 21 respectively.

new approach.

5. Conclusions

In this paper we have extended the general merging al-
gorithm introducing structural region relationships, such as
quasi-inclusion, derived from the general merging algo-
rithm and we have create the associated BPT. An effort to
separate concepts, like color and structure, has been carried
out during the implementation of the segmentation algo-
rithm. Quasi-inclusion-segmentation has proved to be suit-
able for objects composed of overlapped convex-hull re-
gions (structure-based homogeneity).

However, this simple criterion has obvious limitations.
Therefore we plan to extend this framework by combining
other homogeneity criteria and introducing other syntactic
features.
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Figure 6. Color homogeneity criterion: Image
regions represented by the BPT nodes 9, 27
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Figure 7. Structure-based BPT: Example of
structure homogeneity criterion

Figure 8. Quasi-inclusion homogeneity crite-
rion: Image regions represented by the BPT
nodes 12, 9 and 20 respectively.


