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Abstract—A novel real-time algorithm for head and hand tracking is proposed in this paper. This approach is based on data from a range camera, which is exploited to resolve ambiguities and overlaps. The position of the head is estimated with a depth-based template matching, its robustness being reinforced with an adaptive search zone. Hands are detected in a bounding box attached to the head estimate, so that the user may move freely in the scene. A simple method to decide whether the hands are open or closed is also included in the proposal. Experimental results show high robustness against partial occlusions and fast movements. Accurate hand trajectories may be extracted from the estimated hand positions, and may be used for interactive applications as well as for gesture classification purposes.
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I. INTRODUCTION

G ESTURE recognition technologies are being widely applied to countless applications. One may notice a global tendency to replace traditional control devices with vision-based Natural Human Interaction (NHI) solutions. In a first step towards this goal, tactile interfaces are already in the market and allow the suppression of traditional input devices such as keypads and mouse. Indeed, the mid-term objective is to obtain marker-less, gesture recognition systems which allow users to interact as naturally as possible, providing a truly immersive experience.

Tracking of body parts is a key aspect for many recognition systems. For example, being able to track the head and hands of a person may help navigating through menus on a TV screen or to select regions of interest on a broadcasted football match. Indeed, a visual feed-back may be provided to the user showing how gestures are being interpreted by the system, as in the case of any standard remote control. Furthermore, body tracking provides spatio-temporal information, such as trajectories of points of interest or joint angles of a body model. Such features may be exploited in a gesture classification step, enlarging the classifier input data, which may lead to a more robust classification and recognition.

Classically, image-based tracking solutions are separated into single-camera and multi-camera. Single-camera proposals obtain impressive results given the lack of available information. Very interesting works have studied how to extract human pose from single color cameras. With this purpose,

Yan and Pollefeys [1] recover the articulated structure of a body from single images with no prior information. In their work, trajectories of segmented body parts are mapped on linear subspaces to model the global body movement. Guan et al. [2] obtain a synthetized shaded body. Body pose is estimated by searching into the learned poses, reflectance and scene lighting which most likely produced the observed pose. Brubaker et al. [3] use a simple model of the lower-body, based on physical walking movement called Antropomorphic Walker, proposed by Kuo [4]. Hasler et al. [5] propose a pose estimation algorithm which performs on mono and multiple uncalibrated cameras. Unfortunately, single color cameras inherently provide poor information, due to information loss originated from perspective projection to a single view point. Single-camera based methods are usually very specific and hardly generalize to different kinds of movement, scenes and view points.

On the other hand, multi-camera based systems offer a more precise tracking, but non-portable and costly setups are required. Results in this area are excellent since complete 3D movement information is available. Gall et al. [6] go beyond pose estimation and cover possible non-rigid deformations of the body, such as moving clothes. Sundaresan and Chellappa [7] predict pose estimation from silhouettes and combined 2D/3D motion queues. Neumann et al. [8] propose a full-body tracking in a special environment called SmartRoom.

Fig. 1. Snapshot of the proposed head+hand tracking system output. In this sequence, the head (blue cross) and both hands (green and red blobs) are being tracked. Movement is restricted to the hand workspace (green box), which is attached to the estimated head position. Results are presented on a lateral view for visualization purposes.
Alcoverro et al [9] adjust a body model to the shape and size of a given user, incorporating a meshed flesh to calculate cost functions over silhouettes. A successful pose inference method according to these cost functions is performed by means of a particle filter. Corazza et al [10] generate a person-wise model which is updated through ICP (iterative closest point) measures on visual-hull data. Pons-Moll et al [11] combine video images with a small number of inertial sensors to improve smoothness and precision of the human body pose estimation problem. Nevertheless, these 3D capture environments are very expensive and cumbersome to set up, since they require precise calibration and, usually, controlled illumination conditions. In addition, the computational cost of multi-camera methods is prohibitive and real-time is hardly achieved.

A. The rise of range cameras

Recently, new families of sensors have appeared as suitable trade-off solutions between 2D and 3D approaches. As an example, cameras which are based on the time-of-flight (TOF) principle, as explained by Kolb et al [12], are able to deliver a depth estimation of the recorded scene. TOF cameras currently provide low-resolution images, resolutions of 176 × 144 (SR4000) [13] and 204 × 204 (PMD CamCube) [14] being the most commonly used nowadays.

New camera models based on structured light technology, such as the Kinect sensor, have appeared recently, opening a whole new field of research given the increasing resolution (up to VGA), frame-rate (about 30 fps) and depth estimation quality. Since the information extracted from these cameras is essentially the pixel depth, but restricted to a given viewpoint, we call it 2.5D information. Thus, 2.5D is a simplified and sampled 3D \((x, y, z)\) surface representation that contains at most one depth value (\(z\) direction) for every point in the \((x, y)\) plane. The main advantage of range cameras is that complex multi-camera setups are no longer needed to obtain depth information.

Both the Kinect and TOF cameras have an average depth estimation error of 1 cm. However, Kinect provides a more stable depth estimation, with fewer outliers and artifacts at depth edges (sharp depth changes), and also the advantage of providing a higher resolution.

In the literature, Bevilacqua et al [15] track multiple persons in a crowded scene with a TOF zenithal camera. Knoop et al [16] propose a fitting of the 2.5D data with a 3D model by means of ICP. Grest et al [17] use a non-linear least squares estimation based on silhouette edges, which is able to track extremities in adverse background conditions. Zhu et al [18] propose a tracking algorithm which exploits temporal consistency over frames to estimate the pose of a constrained human model. Lehment et al [19] propose a model-based annealing particle filter approach on data coming from a TOF camera. More recently, Plagemann et al [20] present a fast method which localizes body parts on 2.5D data at about 15 frames per second. Ganapathi et al [21] extend the work in [20] and extract full body pose by filtering the 2.5D data, using the body parts locations. Shotton et al [22] presented recently the pose recognition algorithm running in the Microsoft Kinect depth sensor, which exploits an enormous dataset to perform a pixel-wise classification into different body parts.

Focusing on head tracking, Haker et al [23] compute principal curvatures on 2.5D data as features to estimate the position of the head. Bohme et al [24] improve Haker’s proposal. Nichau and Blanz [25] present an algorithm to detect the tip of the nose in 2.5D data by comparing the extracted silhouette to an average head profile template. Malassiotis et al [26] estimate head pose by fitting an ellipse to the 2.5D data and detecting the nose tip, which helps determining head orientation.

In this paper we propose a novel approach based on 2.5D data, which concatenates head tracking and hand tracking (see a final result in Figure 1). Head position is estimated depending on the distance between the user and the camera. Such estimation is robust against partial occlusions and fast movements, and helps in defining a region where hands are likely to be found. Hands are detected and tracked in such region. The presented experiments are carried out with an SR4000 TOF camera and also with a Kinect camera, showing the flexibility of the proposed method.

The remaining of this paper explains the main parts of the tracking algorithm, summarized in the block diagram in Figure 2. The head tracking algorithm is explained in Section III, followed by the hand tracking proposal in Section IV and the algorithm to detect open hands in Section IV. Experimental results on accuracy and speed are shown in Section VI, as well as a comparative summary with other recent works. Conclusions are drawn in Section VII, including ideas to improve the proposed approach in the future.

II. PRELIMINARY STEPS

Head and hands tracking depends on two previous processing steps to extract foreground and detect persons (blocks \(F\) and \(P\) in Figure 2).

A. Foreground extraction (\(F\))

A foreground mask \( F \) is extracted from the 2.5D depth estimation images. In this paper, a simple and fast thresholding on a previously learned background depth is used. The results may be appreciated in Figure 4 (third column).

In order to suppress noisy samples, some consecutive background frames are considered, the background depth being the pixel-wise average depth of these frames. The experiments presented in this work use 10 background frames to calculate the scene background.

B. Person detection (\(P\))

A threshold on the number of \( F \) pixels is set, so that a first person is detected when the overall \( F \) pixels is larger than the mentioned threshold. An area filtering step is performed on the \( F \) to filter small noisy zones. The centroid of the main remaining area is computed and used for tracking initialization, as explained in Section III.

Once the head of the first person is tracked, a second strong increase of the number of pixels is assumed to be a second
person in the scene, and so on. The heads of these persons are searched taking into account the already existing persons.

III. HEAD TRACKING

Many persons at different distances from the camera may coincide in the same scene. Such persons may enter, exit and freely move around the camera field-of-view. Therefore, some aspects have to be taken into account when undertaking the head tracking problem.

- **Occlusions**: Partial and total occlusions are a common problem of (single viewpoint) visual analysis systems, since moving objects may overlap.
- **Apparent head size**: User’s heads may be placed at different depth levels, resulting in different head sizes when projected onto the image plane.

In order to overcome such problems, we propose to firstly estimate the size of the head on the image \((E)\), then estimate its position \((M)\), which corresponds to the head tracking step \(H_1\) in Figure 2.

A. \((E)\) Head size estimation

Human heads may present many different sizes on the recorded images depending on the depth level where they are placed. Nevertheless, most of people’s heads are likely to have an elliptical shape, no matter the distance they are away from the camera. Furthermore, the elliptical shape of heads is invariant to rotation of the human body around the vertical axis. Such invariant properties related to the elliptical shape of heads is exploited thanks to depth estimations from the range camera. We remark that hair could strongly change the shape of the head. However, the effect of hair is reduced, given its low reflectivity and high scattering of IR light.

Indeed, we assume that people will stand-up or be seated, laying down and other poses are not considered. Therefore, the depth of the whole body is likely to be similar to the depth of the head. After the block \((P)\) explained in Section II-B to the foreground mask of the image, we are able to detect when persons appear in the scene, as well as their centroids \(C_i\). Thus, we assume that head’s depth \(d_{H_i} \approx d_{C_i}\).

An elliptical mask of the size of a regular adult head is placed at the calculated \(d_{H_i}\) depth level and projected onto the camera image plane, obtaining an ellipse of the apparent head size \((H_x, H_y)\) in pixels (see Figure 6). Such ellipse, which is called template or \((E)\) is then used to find a head position estimate.

In order to better distinguish between the head ellipse and other elliptical shapes in the scene, some margins are added to \(E\). More precisely, the upper, right and left margins are extended with background pixels; while the lower margin is not modified, as shown in Figure 3.

B. \((M)\) Head position estimation

With the aim of finding the image zone which better matches the elliptical shape, a matching score between the template ellipse \((E)\) and the global foreground mask \((F)\) is calculated at every pixel position \((m, n)\) of the image. Such matching is performed within a rectangular search zone (see Section III-C), by shifting the template ellipse across the image plane. The matching score is calculated according to conditions \(C^k\) presented in (1), where \(bg = \text{background}\) and \(fg = \text{foreground}\). Conditions are checked at every pixel position \((u, v) \in E\) of the template, which is itself centered at \((m, n)\). When a condition \(C^k\) is satisfied, \(C^k = 1\), otherwise \(C^k = 0\). The final matching score for the pixel \((m, n)\) is calculated as the sum of all the scores obtained on the template pixels, as shown in Equation (1).

![Fig. 3. On the right, a graphical example of the elliptical mask \(E\) used in the algorithm. On the left, a representation of a human head and its foreground mask \(F\), onto which a matching score is calculated.](image-url)
Fig. 4. Head position estimation in two video frames (each row) obtained with a SR4000 TOF camera. From left column to right: IR amplitude, 2.5D depth estimation, raw foreground mask and the obtained head matching score. The whitest zone is chosen as the most likely head position.

Fig. 5. Head matching score in various situations obtained with a Kinect camera, including (from left to right): back view, side view (with slight head tilt), far person and long-haired person. In all these cases, the matching score presents a maximum in the head zone. Indeed, the user viewpoint does not strongly affect our algorithm, since the elliptical shape of heads does not substantially vary with vertical rotation.

$$C_{1_{u,v}}: (E_{u,v} = bg) \land (F_{u,v} = bg)$$
$$C_{2_{u,v}}: (E_{u,v} = fg) \land (F_{u,v} = fg) \land (|d_{u,v} - d_{Hi}| < d_{max})$$
$$C_{3_{u,v}}: (E_{u,v} = bg) \land (F_{u,v} = fg) \land (|d_{u,v} - d_{Hi}| > d_{max})$$

$$M_{m,n} = \sum_{(u,v) \in E} (C_{1_{u,v}} + C_{2_{u,v}} + C_{3_{u,v}})$$ (1)

The pixel \((m,n)\) with a higher score \(M^H = \max\{M_{m,n}\}\) is selected, by simple max-pulling, as the best head position estimation \(p_H\) in a given search zone. Conditions \(C^2\) and \(C^3\) provide robustness against partial occlusions. Indeed, the elliptical shape of the head would be very polluted by occlusions, since we are working on a foreground mask \(F\) which does not take depth into account. By means of conditions \(C^2\) and \(C^3\), depth is incorporated to the matching score, not taking into account those pixels which are not consistent with the calculated head depth \(d_{Hi}\). Remark that a depth threshold \(d_{max}\) is used to decide whether a depth value is consistent or not.

Two examples of the proposed solution are presented in Figure 4. It may be seen how, even with a noisy \(F\) mask, the algorithm manages to find the best estimate in the center of the head. Such inherent robustness is still increased with the search zone resizing step, presented in Section III-C.

Furthermore, such approach is robust against horizontal head rotation and slight lateral head tilt, since the elliptical shape is still recognizable. As shown in Figure 5, the proposed algorithm succeeds when dealing with side and back views of the head (rotation along the vertical axis), as well as with long-haired heads, even if a slightly lower score is obtained in such case.

Using either a SR4000 TOF camera or a Kinect camera has insignificant impact on the proposed head estimation. Of course, the higher resolution provided by Kinect makes our algorithm slower. For real-time experiments, the Kinect frames are down-sampled by 4, obtaining a \(160 \times 120\) px images, which are similar in resolution to TOF images.

C. Search zone resizing

In order to increase the robustness of the presented head estimation algorithm we propose to resize the search zone
where the matching score \( \mathcal{M}_{m,n} \) is calculated. The fact of
stretching the search zone to the previous estimate helps
ignoring other possible elliptical shapes in the scene. For
example, a second person entering the scene could lead to
two similar maxima of \( \mathcal{M}_{m,n} \). However, by limiting the search
zone size, such second head is not taken into account in the
matching score \( \mathcal{M}_{m,n} \). A second thread could be run on the
remaining pixels to find and track the second head, as shown
in Figure 6.

Moreover, reducing the search zone drastically reduces the
computational load of the algorithm, which processes the
complete image only during the initialization frames.

The position and size of the head search zone is adapted
to the head position variance, and also to the confidence on
the estimation. More precisely, the new search zone size is
calculated as a function of last matching score \( \mathcal{M}^H \), the
head size estimation \((H_x, H_y)\), and the spatial variance of
the estimation \( \sigma \). The latter is calculated over the previous \( L \)
frames, obtaining \( \sigma_x \) and \( \sigma_y \) for each axis. As for the matching
score, it is normalized by the best achievable score for the
current template \( \mathcal{M}^{max} \) such that \( \mathcal{M} = \frac{\mathcal{M}}{\mathcal{M}^{max}} \in [0,1] \).

The new rectangular search zone is centered at the last head
position estimation, while the rectangle sides \( R_x \) and \( R_y \) are
resized according to Equation (2).

\[
R_x = \sigma_x + (1 + \mu) \cdot H_x \\
R_y = \sigma_y + (1 + \mu) \cdot H_y \\
\text{with} \quad \mu = e^{\frac{\mathcal{M}}{\mathcal{M}^{max}}}
\]  

(2)

Such resizing is effective against fast head movements as
the search zone is adapted to the variance of the estimations.
For example, horizontal movements will enlarge the search
zone along the horizontal axis, as shown in Figure 10.(c).

Furthermore, including the matching score in Equation (2)
makes the system robust against bad estimations, making
the search zone slightly larger in case of bad matching.
The objective is to include some more pixels to the matching score
computation in case some better matches appear close to the
previous processed zone.

Note that when the head estimation is stable \( (\sigma \approx 0) \) and
confident \( (\mathcal{M} \approx 1) \), the search zone is about the size of a
human head \((R_x, R_y) \approx (H_x, H_y)\).

**IV. HAND TRACKING**

Hands are probably one of the most difficult parts of the
body to track, given their mobility and size, but also one
of the most important targets for many applications. Gesture
recognition is tightly related to hand tracking, most of the
information being obtained from hand movement. An accurate
and robust hand tracking system is desirable to face complex
gesture recognition, as well as to achieve interactive and
immersive multimedia systems.

The hand tracking system proposed in this section (block
\( H \) in Figure 2) relies on the robust head estimation presented
in Section III. Hands are supposed to be active (performing
gestures) in a zone placed in front of the body. Following this
basic assumption, a hand workspace \( \Omega \) is defined as a 3D box
of size \( 140 \times 70 \times 60 \text{ cm} \), as shown in Figure 1. Hands are
supposed to lay within it when moving. \( \Omega \) is attached to the
head position \( \hat{\rho}_H \) so that \( \Omega \) follows the user’s head at every
time instant.

Hands are to be detected among the 2.5D points in \( \Omega \). Dense
clusters are searched by means of a kd-tree structure, which
allows fast neighbor queries among 3D point clouds [27], [28].
A list of candidate clusters is obtained and filtered according to
the following sequential criteria:

1) **Merging**: Two clusters are merged as a single cluster if
the Hausdorff distance between them is smaller than a
given distance threshold \( \delta_{min} \) (typically \( \delta_{min} \approx 10 \text{ cm} \)).

2) **Size filtering**: The resulting merged clusters are filtered
by size (number of points in cluster), keeping the largest
ones. A size threshold \( s_{min} \) (typically \( s_{min} \approx 15 \text{ cm}^2 \))
is set to determine what clusters are accepted as hand
candidates.

3) **Depth filtering**: Clusters that fulfill the previous criteria
are sorted by depth. Those clusters placed closer to the
camera are selected, knowing that a maximum of two
clusters may be chosen.

Thresholds \( \delta_{min} \) and \( s_{min} \) should be tuned depending on
the type of camera and scene. A graphical illustration of these
criteria is shown in Figure 7. The number of detected hands
depends on the number of clusters that pass the merging
and filtering steps, resulting in two, one or no hands being
detected in $\Omega$. For example, two hands are being detected in the example of Figure 1.

Following the proposed criteria, one could mislead the system by introducing, for example, an elbow in $\Omega$. Such issue may be overcome by placing the $\Omega$ box at a convenient distance of $p_H$. A distance of $25 - 30 \text{cm}$ has proven to be robust enough in our experiments with non-trained users.

In addition, spatio-temporal coherence is included in the hand tracking scheme, which increases its robustness. Hand estimates at time $t + 1$ are compared to those in time $t$ by means of Hausdorff distance measurements, in order to provide coherence to tracking and avoid right-left hand shifting. Furthermore, when only one hand is being detected, it is labeled (right / left) depending on the previous estimates and its relative position in $\Omega$. For example, a cluster placed further right in $\Omega$ probably corresponds to the right hand.

No significant differences have been appreciated between Kinect and TOF input data regarding hand detection.

V. OPEN/CLOSED HAND DETECTION

In some applications, knowing where the user hands are located may be enough to provide an interactive experience. However, being able to determine whether the user opens or closes hands may substantially improve the potential of that application, increasing the interactivity. This way, commands like grabbing and releasing objects in a virtual environment, selecting buttons or navigating through a panoramic scene, may be easily implemented.

Before describing how such open/closed hand decision is carried out, some concepts about the relation between apparent and physical area are discussed in Section V-A. The explanation focuses on the range camera case.

A. Apparent and physical area on 2.5D data

Generally speaking, a real world object is seen as a 2D area on the image plane when recorded with a camera. Such area, called apparent area $\bar{A}$, depends on the distance between the object and the camera.

Since 2.5D data is obtained from a single viewpoint, the concept of apparent area arises. Depth estimates are obtained in pixels, organized as images. If a surface $S$ with a physical area $A$ is captured by the depth sensor, its area $\bar{A}$ has to be translated into an area on the image plane, or apparent area $\tilde{A}$, which is expressed in pixels. Therefore, the size of $\bar{A}$ will vary depending on the distance $z$ between the camera and the recorded surface, which makes it impossible to recover $A$ from the image without knowing the magnitude $z$.

Such inconsistency may be straightforwardly resolved in the case of 2.5D data, since $z$ is the estimated depth $z_i$ for every pixel. A physical pixel-wise area $A_i^{\text{pix}}$ may be assigned to a given pixel $p_i$ with depth $z_i$. Such assignment depends on the estimated depth $z_i$ and the optical behavior of the camera.

An empirical law $\Gamma^C$ is experimentally obtained for a given camera by means of recording a surface of a known physical area at different depth positions (Figure 8). The relationship between physical and apparent area, for a given pixel, which increases quadratically with depth, is formulated in Equation (3), providing a valid approximation for reasonable depth levels $z \in (80, 430) \text{cm}$. Equation (3) is the quadratic approximation of the samples in Figure 8. Given the empirical nature of the approach, the camera parameters are not needed, so the approximation may be done without calibration.

$$A_i^{\text{pix}} = \Gamma^C(z_i) \approx 1.12 \cdot 10^{-6} \cdot z_i^2 + 8.41 \cdot 10^{-5} \cdot z_i - 4.64 \cdot 10^{-3} \quad (3)$$

Let $S$ be a surface with an apparent area $\bar{A}_S$. If $S$ is sufficiently perpendicular to the camera, its physical area $A^S$ may be approximated as shown in Equation (4).

$$A^S = \sum_{\forall p_i \in S} \Gamma^C(z_i) \quad (4)$$

The depth of each pixel $z_i$ may be replaced by the mean depth $z_S$ of the observed region, simplifying the physical area calculation using Equation (5). The result finally depends on the number of points (or pixels) $N^S$ in the area.

$$A^S \approx \sum_{\forall p_i \in S} \Gamma^C(z_S) = N^S \cdot z_S \quad (5)$$

B. Detecting an open or closed hand

We propose to compute the area of the detected hands (Section IV) and threshold it to quickly decide whether it is closed or not. Such strategy assumes that the observed area is reasonably perpendicular to the camera. The latter condition is indeed not a very restrictive condition for interactive applications; when a user wants to show the system its open hand, instinctively places it as perpendicular as possible with respect to the optical axis of the camera.

In practice, such perpendicularity assumption enables the use of the approximation in Equation (5). The law $\Gamma^C$ giving a relationship between the physical area $A^S$, expressed in $\text{cm}^2$, and the apparent area $N^S$ expressed in pixels.

The physical area of an open human hand perpendicular to the camera is about $A^S = 70 - 90 \text{cm}^2$, whilst that of a closed hand is about $A^S = 20 - 30 \text{cm}^2$. It seems reasonable to set
an open-closed hand threshold of $A_{oc} = 50 \text{cm}^2$ to determine the hand status.

Indeed, many applications require robust open hand detection, while closed hands are not mandatory fists. Some hand poses with small physical area (i.e. pointing with one finger towards de camera) are also detected as closed hand. Such side-effect is not relevant for application purposes, since open hands are still robustly detected.

Remark that a threshold based on the physical area makes the approach independent of the position of the user. Indeed, the physical area does not vary and the threshold $A_{oc}$ is always valid no matter the location of the person in the working range (depth between (80, 430) cm).

VI. EXPERIMENTAL RESULTS

A. Head tracking results

Given the recent interest in 2.5D cameras and the variety of environments and scenes where they may be used, up to the author’s knowledge, it does not exist a common dataset to which compare our results.

Therefore, in order to evaluate the performance of the proposed head tracking, we analyze the convenience of conditions $C^2$ and $C^3$ in Equation (1), and how robustness is increased by exploiting 2.5D data. We compare the proposed algorithm with a reduced version which only verifies condition $C^1$. This way, the contribution of $C^2$ and $C^3$ is shown. The estimation error between a ground-truth (manually marked) head position $\hat{g}^H$ and the estimated head position is calculated as $\epsilon = |g^H - \hat{p}^H|$, and presented in Figure 9 for the two versions of the algorithm. Note that, even if $C^1$ plays the role of 2D method, 2.5D data is used for the initial head size estimation. Both methods run on the same foreground extraction, obtained from the 2.5D depth images as explained in Section II-A.

![Fig. 9. Error between the obtained head estimations and the ground-truth. $C^1 + C^2 + C^3$ error does not go above 10 pixels, which is about the head radius. The $C^1$ version loses target twice, a reset of the algorithm being needed (frames 74 and 398). The labeled arrows in Figure 9 correspond to the frames shown in Figure 10.](image)

Figure 9 shows the estimation error of a sequence which contains two persons and three main events. Around frame 50, a single person waves hands before his head, hiding it.

![Fig. 10. Head tracking snapshots (SR4000 TOF camera) of the sequence presented in Figure 9. In red, the $C^1$ version, in green the $C^1 + C^2 + C^3$ and in blue the ground-truth position. Note how the $C^1 + C^2 + C^3$ is more robust in these adverse situations (occlusions and clutter).](image)

At frame 135, he performs a gesture with both hands which partially cover the head zone. At frame 300 the second person enters the scene and walks behind the first person. These events are illustrated in Figure 10, showing the successful behavior against occlusions and clutter.

The proposed $C^1 + C^2 + C^3$ algorithm is able to track the first user’s head despite these three polluting events, while the $C^1$ versions loses the target when the shape of the head is changed (hands moving, persons walking, etc.).

B. Head+Hands tracking results

As stated in Section IV, hand tracking depends on the robustness of head tracking. A set of gestures have been considered to analyze the performance of hand tracking, including gestures with one or two hands such as waving, pointing or separating hands apart (see Table 1). Hand centroids are manually marked on the 2.5D video sequences. Thanks to the depth information, 3D ground-truth trajectories may be extracted from the 2D manually marked points. Such 3D ground-truth trajectories are used for comparison hereafter.

In Figure 11 the marked and estimated trajectories of both hands are presented corresponding to a gesture where each hand moves horizontally, like a slow hand clap (only the frontal projection of these 3D trajectories is shown for visual clarity). The error between the estimated and ground-truth trajectories is shown in Figure 12.

Hands are detected from the moment that they enter $\Omega$ (frame 7). During the first 10 frames, both hands are touching each other, misleading the tracker which only sees one hand. However, once they are separated for a few cm, the tracker is able to detect and track both hands. It should be emphasized that both ground-truth and estimated trajectories are polluted by noise from the depth estimate. In addition, ground-truth trajectories have been extracted by hand, selecting a reasonable hand center which may vary in some cm along frames. Despite these adverse noisy conditions, the hand estimation error rarely goes above 10 cm.
The average error is higher for fast movements such as the circle and the up-down gestures, resulting in about 6 cm of error. For the other gestures, the error is of about 3 cm, which is fairly adequate given the size of a human hand.

For the sake of illustration, the trajectories corresponding to the push and replay gestures are presented in Figure 13. The push gesture consists in extending one arm from the body towards the camera and backwards. The replay gesture consists in describing circles with one hand in the YZ plane. Since both gestures are representative on the YZ plane, only these coordinates are presented, relative to the hand workspace Ω origin. The nature of the gesture may be easily derived from the trajectory, hence, such results may be interesting for further classification purposes.

Table I summarizes the average error for different one-handed and two-handed gestures, computed as the average 3D error (with respect to the ground-truth hand positions) along the duration of the gestures. For example, the errors for separate hands gesture are calculated from the errors in Figure 12. Even if accuracy along the depth axis depends on the type of sensor, we found it interesting to include it in the overall error, since both the Kinect and SR4000 used sensors provide a similar ~1 cm depth precision.

### C. Public demonstrations

The proposed method has been set up for many public demonstrations (Figure 14). Satisfactory qualitative results and feed-back of the users have been retained up to the moment. The reliability of the algorithm has specially been assessed in two main shows:

- The 2011 International Conference on Multimedia and Expo (ICME) in Barcelona, as a demonstration of the work in [29] (of which this paper is an extension). Over 70 persons where able to test the demonstration at ICME.
- The 2011 International Broadcasting Convention (IBC) in Amsterdam, as a part of the FascinatE project [30]. At IBC, the hand tracking positions where used to control a panoramic video stream, being able to navigate within it (pan, tilt, zoom) and to grab the screen with the open/closed hand detector. Over 150 persons where able to interact with the demonstration with very encouraging results and feedback.

After these public experiments, some conclusions where drawn. The head detection algorithm performed with extreme robustness, only missing the head position at initialization for very few users (less than 1%). The hand tracker also proved to be robust with many different users (in height, shape, hand size, arm length, etc.). Open and closed hand distinction was somehow hard for users with very big or small hands. However, after some tries, users got used to the system operation, all of them managing to properly interact.

### D. Execution speed

The main applications of the proposed head+hand tracking algorithm require real-time processing, otherwise natural interactivity would not be possible. In order to evaluate the
real-time performance of our proposal, execution speed experiments have been carried out on a Intel Xeon 3GHz CPU. Real-time experiments are performed with a Kinect depth camera, which is down-sampled by a factor of 4, resulting in depth images of $R_4 = 160 \times 120$ pixels, which is the resolution used for the accuracy experiments presented in Sections VI-A and VI-B. Experiments are run in sequences where the head and both hands are detected, which is the worst case in terms of computational load.

After hundreds of experiments with different two-handed gestures, we obtain a processing frame rate $f_P \approx 68 \text{fps}$, which is largely enough for real-time applications. Moreover, it should be remarked that no GPU computing power is used in this proposal.

However, some experiments are also performed at other resolutions, specially $R_2 = 320 \times 240$ (down-sampling by 2) and $R_1 = 640 \times 480$ (original Kinect resolution). Real-time is slightly achieved with $R_2$, with a frame-rate of about 9 fps, while $R_1$ is too slow for any real-time purpose.

When dividing the overall processing time into tasks, it may be noticed that the head tracking task takes 92.4% of the total, while hand tracking is much faster (7.6%) of CPU time.

E. Comparison with other proposals

As explained in Section I-A, many works focused on 2.5D data have been presented recently. Their achievements and results are summarized in Table II.

The proposed method largely overcomes the referred State of the Art methods in terms of speed of execution. The fastest method is the work of Knoop et. al [16], with a frame-rate up to 14 fps using a similar resolution. Our proposal achieves 68 fps on a regular CPU, which is about $4 - 5 \times$ faster than the cited method. Moreover, some of the proposals in Table II use GPU implementations [19], [21], which should speed their performance up.

As for the accuracy of the hand detection and tracking, the proposed method performs with an average error of about $3 - 6 \text{cm}$ while gestures are performed. Such error is similar to that claimed by Zhu et. al [18]. It should be remarked, in favor of the latter work, that hands are tracked at every time instant, no matter whether a gesture is being performed or not. This detail makes tracking more difficult, since hands may suffer of more occlusions or they may be located very near the body. Keeping an average error between $3 - 10 \text{cm}$ is impressive.

Ganapathi et. al [21] state that a $10 \text{cm}$ error may be considered as a perfect match with the ground-truth, and that an error smaller than $30 \text{cm}$ is a good extremity match. In their work, they address the problem of a global full-body pose estimation and they detect all the visible extremities of a human body with an average error between 10 cm and 20 cm. Our proposal takes advantage of a local and focused approach to overcome such results, as far as hand and head are concerned. The trade-off between accuracy and amount of information (full-body vs. only hands) is clearly observed after these results.

Recently, a Kinect SDK [31] has been released, providing a complete human body pose estimation at about 20 fps. Head and hands may be extracted from the complete body, providing a comparable usage to the proposed method with a similar accuracy. However, the tracking in [31] is slower than the proposed method, and it is partly performed in the Kinect hardware, reducing the flexibility of the approach.

VII. Conclusion

Real-time head and hands tracking is a crucial issue for many gesture recognition systems. In this paper we have proposed a fast algorithm for head and hands tracking based on 2.5D data obtained from a range camera.

The proposed algorithm performs head tracking in a first step. With this aim, an elliptical head template is adapted to the depth level where the person is placed. Such template is projected onto the camera image plane where a matching score is calculated, in order to find the best head position estimation by simple max-pulling. Tracking robustness is increased with an adaptive resizing of the search zone where the matching score is computed, depending on the confidence and variance of the estimation.

The hand tracking algorithm fully relies on the head position estimation. A box-shaped 3D zone where hands are likely to be placed is attached to this head estimation, allowing the user to freely move in the scene. Hands are detected and tracked as 2.5D data blobs, which are filtered and merged in order to increase robustness and trajectory accuracy.

An empirical law relating physical and apparent area is obtained. We propose a very simple and efficient way to detect whether a hand is open or closed, quickly calculating its physical area from the apparent one, and thresholding it.

Experimental results show that the contribution of 2.5D data makes head tracking more robust than using only 2D data. Indeed, situations with partial occlusions and clutter are resolved with an error smaller than the head radius. In our experiments, the head tracking does not lose target thanks to the inclusion of 2.5D data.

As for hand tracking, results show that hands are tracked with an average 3D error of between $3 \text{cm}$ and $6 \text{cm}$ depending
on the gesture being performed. Fast gestures are tracked worse than slow and smooth ones. Two-handed gestures are also tracked, with an average error smaller than 4 cm per hand. Such results are slightly better than the best state-of-the-art referred method, proposed by Zhu et. al [18]. In their work, they achieve an average error of 3 – 10 cm. However, their proposal is about 7× slower. Other recent works such as [21], achieve errors between 10 cm and 40 cm, at the expense of providing full-body information.

The presented system executes at 68 fps on an Intel Xeon 3GHz CPU (most of the experiments performed during 2011), which is fast enough for real-time applications. Such execution speed largely overcomes the frame-rates available in the literature, which achieve speeds of, at most, 14 fps in [16] (Pentium 4 at 3.2 GHz), 10 fps in [18] (3GHz PC) or 4 – 6 fps in [21] specific GPU implementation. However, works in the literature focus on full body tracking and pose estimation, while our proposal strongly focuses on hand and head, reducing the computational load at the expense of losing information (i.e. feet, elbows, etc.).

Many improvements to this proposal are foreseen. Exploiting hand estimation to improve head estimation and vice-versa (cross feedback) is currently under study. Other setup proposals are considered, such as including a color camera, which will contribute with color and disparity information. Finally, fitting an upper-body model to these estimates is also considered. Such approach will help increasing the temporal consistency of the tracking, and also including inverse kinematics techniques to be able to perform a more complete and accurate tracking, as well as to recognize more complex gestures.
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### TABLE II

<table>
<thead>
<tr>
<th>Authors</th>
<th>Camera</th>
<th>Resolution</th>
<th>Full body?</th>
<th>Speed</th>
<th>GPU?</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knoop et. al  [16]</td>
<td>SR4000</td>
<td>176 × 144</td>
<td>yes</td>
<td>10 – 14 fps</td>
<td>no</td>
<td>-</td>
</tr>
<tr>
<td>Grest et. al  [17]</td>
<td>PMD</td>
<td>64 × 48</td>
<td>yes</td>
<td>5 fps</td>
<td>no</td>
<td>-</td>
</tr>
<tr>
<td>Zhu et. al   [18]</td>
<td>SR3000</td>
<td>176 × 144</td>
<td>no</td>
<td>10 fps</td>
<td>no</td>
<td>3 – 10 cm</td>
</tr>
<tr>
<td>Lehment et. al [19]</td>
<td>XB3</td>
<td>1280 × 960</td>
<td>yes</td>
<td>2.5 fps</td>
<td>yes</td>
<td>-</td>
</tr>
<tr>
<td>Ganapathi et. al [21]</td>
<td>SR4000</td>
<td>128 × 128</td>
<td>yes</td>
<td>4 – 6 fps</td>
<td>yes</td>
<td>10 – 20 cm</td>
</tr>
<tr>
<td>Proposed</td>
<td>Kinect</td>
<td>SR4000</td>
<td>yes</td>
<td>68 fps</td>
<td>no</td>
<td>3 – 6 cm</td>
</tr>
</tbody>
</table>
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