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Abstract

This paper presents a set of description schemes (DS) dealing with video programs, users and devices. Following
MPEG-7 terminology, a description of an AV document includes descriptors (termed Ds), which specify the syntax and
semantics of a representation entity for a feature of the AV data, and description schemes (termed DSs) which specify the
structure and semantics of a set of Ds and DSs. The Program DS is used to describe the physical structure as well as
the semantic content of a video program. It focuses on the visual information only. The physical structure is described by
the temporal organization of the sequence (segments), the spatial organization of images (regions) as well as the spatio-
temporal structure of the video (regions with motion). The semantic description is built around objects and events.
Finally, the physical and semantic descriptions are related by a set of links defining where or when instances of specific
semantic notions can be found. The User DS is used to describe the personal preferences and usage patterns of a user. It
facilitates a smart personalizable device that records and presents to the user audio and video information based upon
the user’s preferences, prior viewing and listening habits, as well as personal characteristics. Finally, the Device DS keeps
a record of the users of the device, available programs, and a description of device capabilities. It allows a device to
prepare itself based on the existing users, profiles and available programs. These three types of DSs and the common set
of descriptors that they share are designed to support personalization, efficient management of AV information and the
expected variability in the capabilities of AV information access devices. © 2000 Elsevier Science B.V. All rights
reserved.
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1. Introduction more, the amount of multimedia content that one
can access is increasing at a rapid speed. Besides
professional users, also in many households today
audiovisual information can be obtained from mul-
_ tiple sources such as cable television, satellite dish,
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Multimedia content provides information and
entertainment to a wide range of people. Further-

0923-5965/00/$ - see front matter © 2000 Elsevier Science B.V. All rights reserved.
PII: S0923-5965(00)00026-6



212 P. Salembier et al. | Signal Processing: Image Communication 16 (2000) 211-234

entertainment, advanced technologies need to be
developed for browsing, filtering, and searching
the vast amount of multimedia content available.
There are ongoing efforts towards new advances in
hardware and software technologies and the com-
munication infrastructure. In addition, there are
efforts aimed at developing exchangeable formats
capable of hosting rich descriptions of (i) the multi-
media content, (ii) the users of the content, and (iii)
the multimedia devices that access and consume
the content, so that effective browsing, filtering, and
search may be performed on the basis of this de-
scription data. This paper is concerned with such
descriptions. We focus on video programs and con-
sider descriptions of their visual content as well as
users and devices that access and consume these
programs.

To define exchangeable formats, MPEG has
initiated a new work item, formally called
“Multimedia Content Description Interface”, bet-
ter known as MPEG-7 [11]. In the context of
MPEG-7, a description of an AV document in-
cludes descriptors (termed Ds), which specify the
syntax and semantics of a representation entity for
a feature of the AV data, and description schemes
(termed DSs) which specify the structure and se-
mantics of a set of Ds and DSs. Descriptions are
expressed in a common description definition lan-
guage (DDL) to allow their exchange and access. In
this paper, we present (1) a DS for describing the
visual content of a video program — Program DS;
(2) a DS for describing a user of audiovisual content
- User DS; and (3) a DS for describing an
audiovisual device - Device DS. The proposed
description schemes support the following func-
tionalities:

e Effective content-based filtering and searching of
audiovisual information;

e Efficient interactive browsing of audiovisual in-
formation;

e Personalizable browsing, filtering and searching
of audiovisual information and the ability to
personalize audiovisual systems regardless of
their brand name and physical location;

e Integrated representation of still images and
video.

The following is a short overview of the descrip-
tion schemes proposed.

A Program DS is used to describe both the
physical structure and semantic content of a video
program. The physical structure involves the
description of the temporal organization of the
sequence (segments), the spatial organization of
images (regions) as well as the spatio-temporal
structure of the video (regions with motion). The
semantic description is built around objects and
events. Finally, the physical and semantic descrip-
tions are related by a set of links defining where or
when instances of specific semantic notions can be
found. The Program DS allows filtering and search
to be performed based on the content of a video
program. It also enables a user to access only a
portion of a particular video program that the user
is interested in, while skipping the remainder of the
program.

A User DS is used to describe the personal pref-
erences and usage patterns of a user. It facilitates
a smart personalizable device that records and
presents to the user audio and video information
based upon the user’s preferences, prior viewing
and listening habits, as well as personal character-
istics. It permits the device to automatically dis-
cover and record desirable information and to
automatically customize itself to the user. The user
information contained in the User DS should be
portable and usable by different devices so that
other devices may likewise be configured automati-
cally to the particular user’s preferences upon re-
ceiving the user information regardless of their
brand name or physical location.

A Device DS keeps a record of the users of
the device, available programs, and a description
of device capabilities. It allows a device to
prepare itself based on the existing users’
profiles and available programs. It also allows
efficient communication between different devices.
For example, a content provider may supply a
customized version of the content to a particular
device based on a description of its capa-
bilities.

There is a synergistic interrelation amongst the
three types of DSs in the following sense. The
Program DS and the User DS use a common
vocabulary of descriptors, at least partially, so that
the potential desirability of a program can be deter-
mined by comparing descriptors representative of
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the same information. For example, a Program DS
and a User DS may include the same set of pro-
gram categories and actors. A Program DS and
a device DS should also include partially overlap-
ping descriptors. With the overlapping descriptors,
a device DS will be capable of storing the informa-
tion contained within a Program DS, e.g., program
category, so that the content-related information is
properly indexed. With proper indexing, a device is
capable of matching such content related informa-
tion with the user information, if available, for
instance for obtaining and recording suitable pro-
grams. A User DS and a Device DS should also
include partially overlapping descriptors. With
these overlapping descriptors, a device can capture
the desired device-related information, which
would otherwise not be recognized as desirable.
A Device DS preferably includes a list of users and
available programs. Based on the master list of
available programs, and associated Program DS,
a device can determine the desired programs for
each one of its users.

In the following section, we present a Program
DS for describing the visual content of a video
program. In Section 3, we present a User DS for
describing the personal preferences and usage his-
tory of a user. In Section 4, we present a Device DS
for describing the capabilities of a device and keep-
ing a record of its existing users and available
programs. Finally in Section 5, we summarize our
work to date.

Table of Contents

Chapter 1

section 1.1
section 1.2

s Chapter 2

section 2.1
section 2.2
¢ subsection 2.2.1
* subsection 2.2.2

Chapter 3

|
o)
(=]
=)
=

2. Program DS
2.1. Table of contents and index

The Program DS is largely inspired from the
classical way of describing the content of written
documents such as books: the Table of Contents and
the Index [18,21]. The Table of Contents is a hier-
archical representation that splits the document
into elementary pieces (chapters, sections, subsec-
tions, etc). The order in which the items are present-
ed follows the linear structure of the book itself. As
a result, the Table of Contents is a representation of
the linear, one-dimensional structure of the book.
Although the titles of the various sections may
carry semantic information, the main goal of the
Table of Contents is not to describe the content itself
but to define the structure of the document. It can
be considered as a DS and the corresponding de-
scriptors are the page numbers defining the begin-
ning of each section. Furthermore, the Table of
Contents describes the entire document and leaves
no “holes” (“holes” would be pages not assigned to
any sections). The role and the structure of the
Table of Contents are described in the left side of
Fig. 1.

The goal of the Index is not to define the linear
structure of the book, but to define a set of poten-
tially interesting items and to provide references to
the book sections where these items are discussed.
In order to be of practical interest to human users,

Index

Topic 1

item 1
item 2

* Topic 2

sub-topic 1
e jtem1
e jtem2
sub-topic 2

Fig. 1. Description of the content of a book by its “Table of Contents” and its “Index”.
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the items are selected based on their semantic value.
A given item may appear in several sections of the
book. This situation is described by multiple refer-
ences as shown in the right side of Fig. 1 (Note that
these multiple references are not present in the case
of a Table of Contents). In many cases, the Index is
also presented in a hierarchical fashion to allow fast
access to the item of interest for the user. Finally, let
us mention that for practical reasons, the references
involved in the Index are generally defined in terms
of page number. However, if the Table of Contents
has a sufficiently fine granularity, the index could
directly refer to subsections of the Table of Contents.

As can be seen, the classical approach for book
content description relies on a dual strategy: (1)
definition of the physical or syntactic structure of
the document (the Table of Contents) and (2) defini-
tion of the semantic structure and the locations
where semantic notions appear (the Index). In the
case of visual information of AV material, the de-
scription has to deal with temporal (1D), spatial
(2D) as well as spatio-temporal (3D) information.
Let us illustrate the concept of syntactic structure
and semantic structure for spatial and temporal
information of AV material.

The first example deals with 2D images and is
illustrated in Fig. 2. The description involves two
hierarchical structures termed a Region Tree and an

Region Tree

Image Communication 16 (2000) 211-234

Object Tree. The Region Tree defines the syntactic
structure. Its main purpose is to describe the spatial
organization of the image. Note that the structure
of the document is now 2D and not only 1D. The
nodes of the tree represent connected components
of the space called “regions”. We use the term
“region”, and not “object”, because regions them-
selves need not have a clear semantic meaning (see
for example, region Ry in Fig. 2). The structure of
the Region Tree defines the inclusion relationship
between elementary regions. Note that the tree
describes the entire image (similarly, the Table of
Contents describes the entire book without leaving
any holes).

The Object Tree is devoted to the semantic struc-
ture. It is composed of a list of objects that were
judged as being of potential interest during the
indexing process. Objects have a semantic meaning.
Moreover, one of the important functionalities of
this tree is to relate its objects to regions of the
Region Tree. Note that the Object Tree refers to the
Region Tree and not to the original image itself.
This choice has been made because it is assumed
that the granularity of the Region Tree is sufficiently
fine. An example of an Object Tree is shown in the
right side of Fig. 2. The relationship represented in
this hierarchy is of the type “is-made-of”. For
example, the object “Body” is made of sub-entities

Object Tree

. 9

Ry

il
ah
Rll .

Hair LF‘dce Torso
W‘\

/]

Root

/

Body TV Jacket

[~~~

Fig. 2. Simple example of a Region Tree (syntactic structure) and an Object Tree (semantic structure) describing a still image. Links relate

a semantic notion (object) with its occurrences in the image (reg

ions).
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called “Hair”, “Face” and “Torso”. Each object in
the Object Tree has to refer to one or several regions
in the Region Tree. For example in Fig. 2, the object
“Body” refers to region R3. The object “TV” refers
to regions R, and Ry since two different TV screens
are visible in the image. Conversely, one region may
be referred to by several objects. This is the case for
regions involving various semantic meanings. For
example in Fig. 2, region R is referred at the same
time by the “Jacket” and by the “Torso” objects.
Finally, note that all objects should refer to at least
one region but not all regions have to be referred to
by an object. In this case, we have an unidentified
region, that is a region described only by its visual
appearance (color, geometry, etc.) and no semantic

value has been associated to it. Examples of un-
identified regions in Fig. 2 are Ry, R,, R5, Rg, R4,
Ry,, and Ry3.

Fig. 3 shows an example of a description dealing
with the temporal information of a video. The de-
scription also involves two hierarchical structures
represented by trees. The first one is devoted to the
syntactic structure and is called the Segment Tree
whereas the second one describes what is happen-
ing, i.e. the semantics, and is termed the Event Tree.
A segment is a group of contiguous frames in
a video program. A segment may contain an arbit-
rary number of (sub-)segments and/or shots. This
creates a Segment Tree where shots are the leaves of
the tree. An event may contain an arbitrary number

Time
Ay Segment Tree Event Tree
Shotl Shor2 Shot3 Shot4 Shots
Segment 1
Sub-segment 1 * Introduction
* Summary
Sub-segment 2 * Program logo
Sub-segment 3 « Studio
~__—* Overview
Sub-segment 4 » News Presenter
segment 2
ws ltems
Segment 3 nternational
« Clinton Case
Segment 4 * Pope in Cuba
+ National
Segment 5 * President
» Twins
Segment 6 “Expo’98
Segment 7
* Closing
Segment §
v Segment 9

Fig. 3. Example of Segment Tree (syntactic structure) and Event Tree (semantic structure). Shots are described with one keyframe.
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Program DS
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Fig. 4. Program DS.

Syntactic
structure DS

I *

K

* Segment &
DS

Segment / Region
relation graph DS

Fig. 5. Syntactic structure DS.

of (sub-)events and therefore form an Event Tree.
The links from the Event Tree to the Segment Tree
relate semantic notions (events) with one or several
occurrences of these notions in time.

This strategy based on syntactic and semantic
structures forms the basis of the Program DS pre-
sented in Fig. 4. It is composed of a Syntactic
structure DS that describes the physical and sig-
nal-based properties of the video and a Semantic
structure DS that deals with semantic notions.
Moreover, the description is enhanced by a Visual-
ization DS and a Meta information DS. In this
diagram, the symbol 4 defines an aggregation of
sub-DSs (a symbol & would represent the aggrega-
tion of elements of the same type). The numbers
close to the rectangles indicate the cardinality with
which the respective elements may be present in the
DS (a “*” denotes an arbitrary number).

2.2. Syntactic structure DS

The syntactic structure DS describes the physical
organization of the video program and its signal-
based properties. The temporal structure of the
signal is mainly described by Segment DSs whereas

the spatial or spatio-temporal structure is defined
by Region DSs. The Region DS is able to describe
regions within a single image as well as regions
across multiple frames (that is a region with its
temporal trajectory). Segment and Region DSs are
hierarchical and describe the physical structure of
the Content for 1D (time), 2D (space) or 3D (space-
time) signals. The tree decomposition represents
a partitioning relationship: the set of region (or
segment) of the child nodes is a partition of the
region (or segment) of the father node. Note that
the description may involve several Segment and
Region DSs to reflect several ways of analyzing the
signal. In this way, segment trees and region trees
allow the creation of various Tables of Contents.
However, trees, by contrast to graphs, include re-
strictions in the relationships among nodes they
can express. To improve the description flexibility,
the Syntactic DS also involves a Segment/Region
relation graph DS. Fig. 5 describes the organization
of the Syntactic structure DS.

2.2.1. Segment DS
The major functionality of the Segment Tree is to
define the temporal structure of the video program
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Segment DS
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Fig. 6. Description of the Segment and Shot DSs.

and to describe its visual properties. Each node of
the tree represents a connected component in time
called “segment”. The tree describes how each seg-
ment can be divided into shorter (sub-)segments
(see Fig. 6). The leaves of the tree are assumed to be
shots or at least parts of shots.

The Segment Tree involves descriptors related to
the visual properties of the video signal. The de-
scriptor associated to non-leaf nodes of the Segment
Tree (segments that are not shots) is simply a time
reference indicating the beginning and the end of
the corresponding segment. The leaves (the shots)
are more precisely described. Let us recall that
a shot is a continuous set of frames without editing
effects. Most of the time, the shot boundaries co-
incide with two editing effects such as “cut”, “fade”,

“dissolve”, etc. The main goal of the Shot DS is to
characterize the signal properties of the corre-
sponding set of frames. The set of descriptors
includes two time references (start & end), a charac-
terization of the transition effects at both sides of
the shots, a DS devoted to the camera motion
(which is assumed to be continuous) and some
visual information: Keyframe and Mosaic DSs. The
camera motion can be characterized by parameters
such as the camera translation, rotation, focal dis-
tance, etc. and by typical activity classes such as
“static”, “pan”, “zoom”, “tilt”, etc. As the camera
activity may not be constant during the entire shot,
homogeneous activities may be segmented in time
and are represented by the Elementary camera
motion descriptor.
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The visual information can be characterized, as
a first example, by a set of keyframes. Each key-
frame is a still image extracted from the shot. The
Keyframe DS is composed of a time reference and
a Still Image DS. The Still Image DS is a particular
case of the Program DS (it corresponds to the
Program DS without temporal description). If the
visual content remains stable during the shot, one
(or a few) keyframe(s) is(are) sufficient to character-
ize the entire shot. In the presence of significant
changes due to camera motion, an alternative
representation consists of a background mosaic
(a panoramic image constructed by accumulating
all the background components that appear during
the shot [19,1]) plus a set of foreground regions
(in the following, we call these regions “key-
regions”). In practice, key-regions have been
identified as not belonging to the background
because they have a different motion or are not in
the same depth plane. This information is gathered
in the Mosaic DS, which is decomposed into one
background mosaic DS and several Key-region
DSs. The Background mosaic DS is also a static
representation that is conveniently described by the
Still Image DS. This description can be enhanced
mainly for browsing functionality by making avail-
able the set of warping parameters used to create
the mosaic (the warping parameters are the para-
meters defining the geometrical transformation ap-

Time line

plied to each image in order to represent it within
a common reference system). The Key-regions DS is
decomposed into several key-region instances. This
decomposition is included here in order to be able
to represent various visual instances of the same
region within the shot. Typical examples include
various instances of regions representing a face or
a human body. Finally, each key-region instance is
described by a Still Image DS and a time reference.
Note that, with the Still Image DS, the background
mosaic and the key-regions can be decomposed
into elementary regions which may be described by
their geometrical, color, and motion properties.
An illustration of the difference between Key-
frames and Mosaic DSs is presented in Figs. 7 and
8. Fig. 7 shows the sequence timeline and three
keyframes. The three keyframes describe the se-
quence content at three time instant t,, t; and t,.
An alternative description relying on a Mosaic DS
is given in Fig. 8. The representation involves
a background mosaic plus three key-regions. Key-
region 1 corresponds to a man walking. During the
analysis/indexing process, it has been judged that
one visual instance is enough to characterize its
appearance. Key-regions 2 and 3 are represented by
two instances because their visual appearance ex-
hibits significant variation during the shot. The
man represented by Key-region 2 is crouching at
time t; and walking at time ¢,. Key-region 3 is

Kcy—famc 2,

cy—fram |

Fig. 7. Shot representation with the keyframe DS.
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Fig. 8. Shot representation with the Mosaic DS.

describing a man walking towards the camera at
time t, and then walking away at time t,. Note that
the example shows a description of a shot based on
keyframes, and also a description of a shot based
on mosaic. In practice, these two descriptions are
not exclusive and they can be used jointly to de-
scribe a shot.

Although it is not the intention of this paper to
propose specific descriptors, it is believed that the
precise definition of potential descriptors related to
the DS may provide some clarification and allow
a better understanding of the approach. Beside the
Still image DS, the list of descriptors involved in
the Segment DS addresses the following features:
time reference, shot transitions, elementary camera
motion, and warping parameters. The time refer-
ence can be expressed in terms of frame number,
second or the SMPTE timecode. To define a time
segment, two descriptors are necessary (start-end).
This is why the segment, shot and Elementary cam-
era motion DSs involve two time reference descrip-
tors. A simple solution for the shot transitions
descriptor consists of using a thesaurus of shot
transitions (“cut”, “fade”, “dissolve”, “wipe”, etc.).
Two index values should be provided to character-
ize transitions at the beginning and the end of the
shot [14,27].

An attractive solution for elementary camera
motion descriptor consists of describing quantitat-
ively as well as qualitatively the evolution of the
camera parameters. Concerning the quantitative
characterization, the most important parameters
include [22]: the focal distance, the translation in
the 3D space, the rotation with respect to the 3 axes
and the zoom factor. The qualitative description of
the camera activity can involve an index referring
to a thesaurus of typical activities: “Static”, “Pan”,
“Tilt”, “Zoom in”, “Zoom out”, etc.

As shown in Fig. 6, the background mosaic DS
involves the warping parameters. These parameters
define the set of geometrical transformations that
has been applied to each individual frame in order
to create the mosaic representation [19]. Most of
the time, the transformation corresponds to the
global apparent motion of the scene and may be
closely related to the camera motion parameters.

The Segment Tree creation can be viewed as a hi-
erarchical segmentation problem [18,25,27]. In the
case of the Segment Tree, the leaves of the tree
structure are shots. Therefore, a possible bottom-
up solution could consist of first detecting the shots
and then merging or clustering them by similarity.
A large number of such algorithms have been pub-
lished in the literature. Most of the process can be



220 P. Salembier et al. | Signal Processing: Image Communication 16 (2000) 211-234

automatic, however, human supervision should not
be excluded to correct possible mistakes.

The estimation of the number of elementary
camera motions, the number of key-frames, the
number of key-objects and the number of the in-
stances of each key-region can also be considered
as a segmentation problem. In all cases, several
instances (of camera motions, key-frames, key-re-
gions, etc.) are included in the description because
of the possible lack of homogeneity either in the
extracted parameters or in the visual representa-
tion. The segmentation processes are based on
low-level features such as:

e similarity between the camera parameters at dif-
ferent time instants, or

e visual similarity between key-frames or key-
regions, or

e motion and shape similarity between various
temporal instances of a key-region.

As a result, large parts of the various segmenta-
tion processes can be automated.

2.2.2. Region DS

The Region Tree defines the structure of spatial
or spatio-temporal information. Its main purpose
is to describe the spatial organization of an
entire image or of a region within an image.
The region can be considered as being static (pure
spatial description) or as evolving in time (spatio-
temporal description). It involves descriptors
related to the signal properties. It may be created
automatically or at least semi-automatically.
In particular, regions appearing on the lower
level of the tree should be defined by their homo-
geneity in terms of signal properties (color for
example).

The Region DS is shown in Fig. 9. The first node
represents the support of the entire image or region.
It is described by a color descriptor, a geometry
descriptor, a motion trajectory descriptor and an
arbitrary number of (sub-)region DSs. The ge-
ometry descriptor deals with features such as posi-
tion, size, orientation and shape. The Region DSs
describe how the image can be split into various
components. If the region is a leaf node of the tree
(i.e. it is not further sub-divided), it is described
using only color, geometry and motion trajectory
descriptors.

Region DS

2

1 1 0,1
Color Geometry Motion
descriptor descriptor trajectory

Fig. 9. Region DS.

Note that the tree structure introduces a notion
of scalability in the description itself. A given region
in the Region Tree can be described by its own
descriptors. This can be considered a first descrip-
tion level. If necessary, this first description can be
improved by accessing the descriptors of the chil-
dren or even the descriptors of the leaves of the
sub-tree starting from the region of interest. Sup-
pose, for example, that the color descriptor is a set
of three values describing the mean color of the
region in the YUYV space. The first level of descrip-
tion will only provide a rough approximation of
the color characteristic of the region. However, if
the mean color values of all the leaves related to the
region are taken into account, together with the
size and shape information, a very precise descrip-
tion may be obtained. The description scalability is
illustrated in Fig. 10. Assume that we are interested
in a region 4. The first row of the figure shows the
sub-tree hanging from 4 and the information that
can be extracted from the descriptors attached to 4.
The color and geometry description is presented
here by an image. It gives a rough approximation of
the shape and of the luminance value. The corre-
sponding luminance histogram is also given. At this
level, it is a single value histogram. The second row
of the figure shows the information extracted if the
descriptors that are three levels below region 4 are
used. Note that since the shape descriptor con-
sidered in this illustrative example is highly lossy,
the regions do not perfectly fit together and some
holes and overlapping may appear. Finally, the
finest description is obtained if the leaf descriptors
are used. This is shown in the last row of the figure.
This description scalability is an attractive feature
provided by the tree structure itself. It has been
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Region A

First level of description

-

Fourth level of description

*

Region A

Finest level of description

Color and geometry information

Region A

Color and geometry information

Color and geometry information

Luminance histogram

Luminance histogram

Luminance histogram

Fig. 10. Illustration of the description scalability.

illustrated here on the Region DS but the same
functionality is also available for the Segment DS.

The list of descriptors involved in the Region DS
addresses the following features: color, geometry
and motion trajectory. Any color descriptor can be
used. However, taking into account the multiscale
representation ability of the Region Tree, a simple
and compact descriptor seems attractive. Typically,
a low-order polynomial approximation of the color
in the YUV or HLS spaces may be used. If the
polynomial approximation order is equal to zero,
the descriptor is a set of three constant values.
Although this is a poor approximation at the level
of the region itself, as explained above, it can be
improved by accessing the set of descriptors corre-
sponding to the region sub-components. This ele-
mentary color description can be enhanced by

adding a parameter characterizing the texture of
the region. One of the simplest texture descriptors
is the variance.

The geometry descriptor encapsulates the
information about the spatial properties of the
region. It should allow the creation of an approxi-
mation of its region of support. To this end, the
following features should be addressed: position,
size normalization, rotation normalization, reflec-
tion normalization and normalized shape. The nor-
malization parameters are introduced in order to
be able to derive a normalized shape representa-
tion. Descriptors of position, size and rotation are
easily extracted using a principal component analy-
sis [9,10]. Consider the population of vectors
x =[x, x,]%, where T stands for vector transposi-
tion, and x;, x, are the coordinates of the pixels
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that belong to a region R. The mean vector is
defined as m, = E{x} (where E denotes the
mathematical expectation), and the covariance
matrix of the population of vectors as
C, = E{(x —my)(x —m,)"} (whose size is 2 x2).
Since C, is real and symmetric, finding the two
orthonormal eigenvalues is always possible. Let
e; and /;,i=1,2, be the eigenvectors and corre-
sponding eigenvalues of C,, respectively. The next
step is to construct the matrix 4, whose rows are
formed by the eigenvectors of C,, ordered so that
the first row of A is the eigenvector corresponding
to the largest eigenvalue. 4 is a transformation
matrix that maps x into vectors denoted by y by the
transformation y = A(x — m,). The population of
vectors y corresponds to the rotation and position
invariant representation of the region R. Within
this framework, m, corresponds to the position
descriptor, whereas A is a rotation matrix. It is
therefore easy to extract the angle o that generates
the matrix. Size invariance is accomplished by nor-
malizing by A; + 4,, which is equivalent to nor-
malization by the mean-squared energy of the
population of vectors of y.

The reflection axis with respect to the horizontal
and vertical axis (in the rotation invariant space) is
computed by estimating the sign of E{yj} and
E{y3}, where y,; and y, are the horizontal and
vertical coordinates of vectors y, respectively. These
values can be estimated directly on R computing
E{(A,)’}. The reflection factors make the trans-
formed region invariant to reflection with respect
to the vertical and horizontal axis. As a particular
case, it solves the © radian uncertainty when com-
puting transformation matrix A.

The external boundary of the region can be
coded using techniques like chain code [7], spline
approximations, wavelet [3], Fourier descriptors
[26,9] or even the shape coding technique used in
the MPEG-4 standard. As an example, let us as-
sume that Fourier descriptors are used to code the
contour. The contour of R is sampled at equally
spaced samples in a clock-wise manner. After ap-
plying the position, rotation, size and reflection
transformation, the contour is subsampled in order
to have a constant length contour. A reduced num-
ber of Fourier descriptors are then used to repres-
ent the resulting contour. These are the shape

descriptors. They are invariant to size, rotation,
position and reflection.

Finally, the last descriptor deals with the region
motion trajectory. To instantiate this descriptor,
the first step is to model the time evolution of
a region between two successive frames. This can
be achieved by estimating the parameters of
a transformation, which describes the apparent
motion of the region under study in terms of its
image coordinates. The classical choices include
projective, affine and constant models [19].
The region trajectory is then given by the set of
transformations within the shot. Note that instead
of listing the set of transformation parameters
at each time instant, it may be more useful to
model their evolution. Most of the time, the
evolution of the transformation parameters is slow
and smooth. As a result, a low-order polynomial
approximation may be sufficient to model these
parameters.

The Region Tree (also called partition tree [20]) is
a structured and compact representation of the
most “meaningful” regions that can be extracted
from an image. Several approaches can be taken to
create this tree. An attractive solution consists in
using a segmentation algorithm that follows a bot-
tom-up approach [8]. Starting from an initial fine
partition, the algorithm recursively merges neigh-
boring regions based on a homogeneity criterion
until one region is obtained. The homogeneity cri-
terion used to merge regions can rely on low-level
features such as color and texture. However, addi-
tional information of previous processing or detec-
tion algorithms can be used to generate the tree in
a more robust way. For instance, a mask of an
object included in the image can be used to con-
strain the merging so that the object itself is repre-
sented with a node in the tree. Typical examples of
such algorithms are face, skin or character detec-
tion [2,15,24]. As can be seen, most of the process
can be done automatically. However, user interac-
tion could also be included either as an initial step,
which derives the constraints used to control region
merging (e.g. mark with a scribble the semantic
objects present in the scene) or as a final step of
checking and correction [4]. In this latter case, user
interaction can be used to modify the Region Tree
structure so that more meaningful regions are
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represented in the tree nodes. With respect to
current tools and practice, the automatic process is
adequate for the lower part of the tree but manual
interaction is likely to be necessary to correct the
upper part of the tree.

2.2.3. Segment/region relation graph DS

A segment/region relation graph is a conceptual
graph in terms of segments, regions, and their rela-
tions. Although hierarchical structures such as trees
are adequate for efficient access and retrieval, some
relationships cannot be expressed using such struc-
tures. The relation graph is provided to add some
flexibility in the relationships that can be described.
For example, it can be used to group together
segments or regions that are not neighbors in their
respective tree structures. The Relation graph DS is
similar to the entity relation graph proposed
in [12,13]. It allows expressing both directional
and topological spatial and temporal relations
(e.g. “before of”, “sequential”, “top of”, “nearby”),
as well as semantic relations (e.g. “belongs to”,
“related to”, “part of”).

Fig. 11 shows a diagram of the proposed
Segment/Region relation graph DS. It includes

a relation descriptor and an arbitrary number of
references to segments or regions.

2.3. Semantic structure DS

The Semantic structure DS addresses the high-
level description of the video program. It involves
Event and Object DSs. Both types of DS are hier-
archical and the tree decomposition defines an
“is-made-of” relationship. The Events and Objects
appearing in the semantic DS are assumed to be
types of semantic notions and not their instances.
The specific semantic instances in the image or the
video are described through references with the
syntactic description. Note that the description
may involve several Event and Object DSs to re-
flect several ways of interpreting the program. As in
the case of the Syntactic structure, the description
flexibility is improved by a graph: the Event/Object
relation graph DS. Fig. 12 describes the organiza-
tion of the Semantic structure DS.

2.3.1. Event DS
The Event Tree describes semantic notions re-
lated to time intervals in the video sequence. It

Semantic
structure DS

4

- | -

#* Event *
DS

Object Event / Object
DS relation graph DS

Fig. 12. Semantic structure DS.
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defines in a hierarchical fashion a set of events and
sub-events, characterizes them and relates them
with segments, regions or segment/region relations
defined in the syntactic structure. The Event Tree
concentrates all the descriptors related to the sem-
antic of what is happening during a time interval of
the video. Some of these descriptors can be pre-
defined in a thesaurus of events and thus simply
consist of indexes defining the type of events. Anno-
tation (free text) is another way to characterize the
semantic value of the events. Finally, in order to be
able to relate events with the Syntactic structure
DS, a set of descriptors called “reference to seg-
ment”, “reference to region”, “reference to
segment/region relation” is assigned to each event.
Fig. 13 presents the structure of the Event DS.
With today’s technology, the construction of the
Event Tree very much relies on supervised tech-
niques and human interaction. For example, the
definition of the tree structure is closely related to
the definition of an ontology.? It encodes high-level
knowledge and is dependent on a semantic inter-
pretation of the content. Most of the time, the
automatic recognition of event type is not feasible.
However, in some cases where the environment
is controlled, the instantiation of the event type

2That is, a (hierarchically) structured specification of the sum
total of semantic knowledge to be used in the description.

as well as the references to segment or region
may be done automatically. A typical example is
surveillance applications [5], where most of the
time the visual context is known (e.g. static camera,
known background, etc.) and the events of interests
are simple: person entering/leaving a room,
car exiting a parking, action [23], etc. Finally,
the annotation descriptors must be instantiated
manually.

2.3.2. Object DS

The Object Tree defines semantic notions related
to spatial or spatio-temporal information. It is
composed of a list of objects that were judged as
being of potential interest during the indexing pro-
cess. This tree is composed of objects with a seman-
tic meaning.

As shown in Fig. 14, each object is described by
an Object Type DS, an optional annotation de-
scriptor (free text), an arbitrary number of refer-
ences to segments, regions, segment/region
relations and an arbitrary number of (sub-) Object
DSs. The Type DS provides semantic information
about the object: type, identity and activity. Note
that the identity and the activity of an object de-
pend on its type. For example, the object “face”
may have an identity; the object “movie character”
may have an activity; etc. Object type and identity
are described using a single descriptor for each.
Object activity is described using the Object
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activity DS. This simply consists of an arbitrary
number of elementary object activity descriptors in
order to account for the fact that an object can
exhibit multiple activities (e.g. ‘sitting’ and ‘speak-
ing’). Note that an object activity could be con-
sidered as an event. However, it is described here as
part of an object description when it only involves
the object. If several objects have to be considered
at the same time, then the semantic notion should
be described as an event. The exact definition of
these type, identity and activity descriptors may
involve various thesauruses. In this context, at least
three kinds of thesaurus seem to be interesting:

1. Thesaurus of types. This declares the types of
objects of interest. Typical examples of objects of
interest include face, body, specific accessories,
etc.

2. Thesaurus of identity. For some (not all) object
types, the description can go into more details
by defining the identity of the object. A typical
example consists of being able to associate the
object type “face” with a specific person.

3. Thesaurus of activity. Depending on the object
type, the activity is an important descriptor

describing the image content. The term activity

should be understood in a broad sense.

The thesaurus may define static activities

(such as standing, sitting, etc.) as well as dynamic

activities (such as entering, taking something,

etc.).

Finally, one of the most important functionality
of this tree is to relate its objects to elements of the
Syntactic structure DS. This is done through the
Reference to instances as in the case of the Segment
DS.

As in the case of the Event Tree, the structure
of the Object Tree encodes high-level knowledge
about the world and about the interesting semantic
properties of the objects present in the image. With
today’s technology, it seems rather difficult to auto-
matically create the Object Tree structure. Alterna-
tive solutions include either to use an already
existing tree structure or to create it manually. In
the general case, instantiation of type, identity, ac-
tivity descriptors as well as of the references has to
be performed manually. However, for a limited set
of objects, the process can be automatic or at least
semi-automatic.
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2.3.3. Event/object relation graph DS

An event/object relation graph is a conceptual
graph in terms of events, objects, and their rela-
tions. As before, this graph is introduced to add
some flexibility in the relationships that can be
described. The definition of the semantic structure
of the content may very likely require non-tree
structures. The Relation graph DS is also similar to
the entity relation graph proposed in [12,13].
Fig. 15 shows a diagram of the proposed event/
object relation graph DS.

2.4. Visualization DS

The Visualization DS enables fast and effective
browsing of video programs by allowing access to
the necessary data in a one-step process. It contains
a number of view-specific DSs to support customiz-
able representation of a video program and
audiovisual summaries. Views including thumbnail
view, keyframe view, highlight view, event view,
close-up view, and alternate view, are commonly
used in a wide range of video applications. For
performance reasons, it is advantageous to specify
the summary data which are needed to render such
views in a centralized and straightforward manner.
By doing so, it is then possible to access the data in
a simple one-step process without complex parsing
in other parts of the Program DS. Fig. 16 shows
a diagram of the proposed Visualization DS and
the six-view DSs under it. In the following, we
explain each view and its associated view DS. They
are expressed in [16] using the Extensible Markup
Language (XML) notation.

2.4.1. Thumbnail view
The purpose of the thumbnail view is to enable
visualization of a video program by a representa-

tive still image. The Thumbnail View DS specifies
an image as the thumbnail representation of
a video program. The thumbnail image may be
a particular video frame of the program. In that
case it is specified by using the time reference to the
program. Alternatively, the thumbnail may be any
still image, not necessarily extracted from the video
program itself. For example, one can use a still
image shot by a still camera during a certain event
as a thumbnail for the home video shot during the
same event. In that case, the thumbnail image may
be specified via an image or a simple link. In any
case, at most one thumbnail image can be used to
represent a program in a thumbnail view.

2.4.2. Slide view

The purpose of the slide view is to provide a set
of images that provide a time-sequential repres-
entation of a video program, or presentation of
a set of still images that may be grouped, for in-
stance in one particular album. The Slide View DS
specifies references to an arbitrary but predeter-
mined set of still images, or frames in a video
program, so that they can be viewed as snapshots
or in a slide show manner. For instance, still images
from an electronic album can be viewed in a slide
show. Similarly, a selected set of frames of a video
can be viewed in a time-sequential manner at a par-
ticular rate.

2.4.3. Keyframe view

The purpose of the keyframe view is to access
keyframes of a video program. Keyframes are those
frames of a video program that are most represen-
tative of its content, and thus serve as a visual
summary composed of a subset of its frames. Vari-
ous keyframe extraction algorithms exist in the
literature where different criteria are utilized for
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Fig. 16. Visualization DS.

defining representative frames. The keyframes may
be organized in a hierarchical manner from coarse
to fine temporal resolution, where the number of
keyframes, i.e., their temporal sampling frequency,
increases at finer levels [17]. The hierarchy is
captured by a level attribute. The keyframe
view provides a summary of the video in terms of
its keyframes at varying levels of detail. Each
keyframe represents a clip, for instance the
frames of the video that are between that and the
next keyframe, where the union of all clips is
equal to the entire video. The clips that are asso-
ciated with each keyframe are referenced by a time
reference.

2.4.4. Highlight view

The purpose of the highlight view is to provide
a digest of the video formed by a temporal concat-
enation of its selected sub segments (clips). In par-
ticular, the Highlight View DS specifies clips that
are concatenated to form a video highlight of a pro-
gram. A program may have different versions of
highlights which are of different time durations.
The clips are grouped into each version of the
highlight which is specified by a length attribute.
For example, 5 and 15 minute highlights of a
basketball game may be specified. The clips that are
associated with each highlight are referenced by
a time reference.

2.4.5. Event view

The event view is similar in nature to highlight
view. Clips that contain a particular event, e.g.,
a goal in a soccer game, are combined together to
form an event view, e.g., “Goals View” of a soccer
game video. The Event View DS specifies clips that
are associated with certain events in a video pro-
gram. The clips are grouped into the corresponding
events that are specified by an event name attribute.
The clips that are associated with a particular event
are referenced by a time reference.

2.4.6. Close-up view

The close-up view is similar in nature to high-
light and event views. The Close-up View DS speci-
fies clips which may be zoomed in to certain targets
in a program such as a favorite actor or sports
player. The clips are grouped into the correspond-
ing targets which are specified by a target name
attribute. The clips that are associated with a par-
ticular target are referenced by a time reference.

2.4.7. Alternate view

The purpose of the alternate view is to facilitate
the visualization of an alternate view of a particular
video program. For instance, an alternate view may
be a video clip of a particular scene taken at a dif-
ferent camera angle. The Alternate View DS speci-
fies those sources which may be shown as alternate
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views of a program. Each alternate view is specified
by a source ID attribute. The location of the source
may be specified in URL format.

2.5. Meta information DS

Fig. 17 shows a diagram of the proposed Meta
information DS. The Program DS contains a Meta
information DS. The Meta information DS con-
tains descriptors that carry author-generated in-
formation about a video program or an image that
cannot usually be extracted from the content itself.
Example of meta information descriptions are title,
author, etc. The Meta information DS is similar to
the metadata set defined by the Dublin Core Meta-
data Initiative (Dublin Core [6]), for the descrip-
tion of electronic resources. Some descriptors that
can be included within the Meta information
DS are:

Title (the name of the program),

Credits (director, producer, script’s writer, music
writer, etc.),

Rights (copyrights ownership),

Description (textual abstract),

Subject or Annotations (textual keywords),
Date (date the program was made available in its
current form).

Of course, this list can be extended to include
other information such as program category, char-
acters, etc.

3. User DS

A User DS facilitates personalized access and
consumption of audiovisual information. A User
DS contains descriptors that describe a user’s pref-
erences, usage history and demographics pertaining

to audiovisual content. The User DS can be used to
filter programs according to user preferences, make
suggestions to the user on the availability of con-
tent that fit the user’s preference, and take actions
on behalf of the user according to user preferences,
usage history, and demographics. A User DS en-
ables, for instance, personalized TV viewing, where
filtering of programs are performed according to
the user profile. Another example for an applica-
tion that is enabled by the User DS is a smart
recording device that programs itself according to
users’ profiles, and discovers and records broadcast
programs accordingly.

A standardized User DS allows users to trans-
port their User DSs from one device to another
regardless of their brand name and location, over
a network or via removable smart cards. One can
for example personalize a hotel room receiver via
a smart card. As expected, the User DS contains
descriptors that are common to those that describe
video programs, such as descriptors of program
categories, titles, etc. In other words, the User
DS shares a common vocabulary with the Program
DS as well as the Device DS that is discussed in
Section 4.

The proposed User DS includes three sub-DSs,
(1) User preferences DS, (2) Usage history DS and
(3) User demographics DS, for describing a user.
The User preferences DS contains a number of
settings that may be preferable by the user. The
Usage history DS contains some statistics which
may reflect certain usage patterns of the user. The
User demographics DS contains some demo-
graphic information about the user. Such informa-
tion can be used to determine programs that are
targeted to users belonging to a particular demo-
graphics group. Fig. 18 shows the overall structure
of the proposed User DS, which is expressed in [16]
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using the Extensible Markup Language (XML)
notation.

3.1. User identity

User identity identifies a particular user.

e User ID. The identity of a particular user is
determined by a number or a string that identi-
fies the user.

e User name. The name of a particular user is
specified by this descriptor.

3.2. User preferences

User preferences are expressed using descriptors
of browsing, filtering, search and device-setting
preferences.

Browsing preferences. This descriptor specifies
the browsing preferences of a user. The user’s pre-
ferred views are specified by view types discussed
in Section 2.4. For example, one user may prefer 10-
minutes highlights of basketball games, described
by the Highlight view DS. Another user may
prefer an event view of the basketball game, such
as the “slam-dunk events”, described by the
Event view DS. The same user’s preferred browsing
mode for home videos may be a coarse-level
keyframe summary, described by the Keyframe
view DS.

Filtering preferences. This descriptor specifies the
filtering related preferences of a user. Filtering re-
lated preferences include descriptors that are used
in the Program DS, especially in the Meta-informa-
tion DS, describing for example the title, date, and
category of the program.

Search preferences. This descriptor specifies the
search related preferences of a user. Search-related
preferences include descriptors that are used in the
Program DS, especially in the Meta-information
DS, describing for example the title, date, and cat-
egory of the program.

Device preferences. This descriptor specifies the
device-setting preferences of a user. Device settings
refer to, for example, brightness and contrast set-
ting of a display device, or volume setting of an
audio amplifier.

3.3. Usage history

Usage history of a user is expressed using de-
scriptors of browsing, filtering, search and device-
setting related usage patterns of the user.

Browsing history. This descriptor captures the
history of a wuser’s browsing-related activities
expressed using the descriptors used in the Pro-
gram DS.

Filtering history. This descriptor captures the his-
tory of a user’s filtering-related activities expressed
using the descriptors used in the Program DS.
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Search history. This descriptor captures the his-
tory of a user’s search-related activities expressed
using the descriptors used in the Program DS.

Device history. This descriptor captures the his-
tory of a user’s device-setting related choices. On
the basis of this history, it is possible to customize
device settings for different program categories,
such as action movies versus drama or opera versus
rock music, according to the user’s personal taste.
For example, the user may prefer a volume setting
that is higher for an action movie than a drama.

3.4. User demographics

The User demographics DS contains informa-
tion that describes some demographic information
about the user, like its social group or its residence
area.

Age. This descriptor specifies the age of a user.

Gender. This descriptor specifies the gender of
a user.

ZIP code. This descriptor specifies the ZIP code
of the location where a user lives. (The ZIP code is
specific to USA; it may be replaced by some other
mail code in other countries.)

4. Device DS

The purpose of a Device DS is to describe a de-
vice identified by a device ID. By a device we mean,

for example, an audiovisual information appliance
with browsing, filtering and search capabilities.
By description of a device we mean information
about the users of the device, audiovisual content
known to the device (including programs that are
stored in the device and programs that will be
broadcast in the future), and the capabilities of
the device. The proposed Device DS includes
three sub-DSs, (1) Device users DS, (2) Device
programs DS and (3) Device capabilities DS.
The Device users DS keeps a list of all known users
of the device. The Device programs DS keeps lists
of available programs. The Device capabilities
DS describes the capabilities of the device, such
as its visualization and display capabilities. A
particular device may only support some of the
views defined in Section 2.4. For instance, a par-
ticular device may not be capable of displaying
motion video. Such a device may therefore be lim-
ited only to the thumbnail view of a video program.
Fig. 19 shows the overall structure of the proposed
Device DS.

4.1. Device identity

A description of the device itself is given by the
descriptors:

Device ID. This descriptor contains a number or
a string to identify a video device or device.

Device name. This descriptor specifies the name
of a video device or device.

Device DS Io—" Device Identity I

0.1 0.1 lo.i

‘ Device Users DS

Device Programs DS I I Device Capabilities DS |

0,1

Users

Programs

Fig. 19. Device DS.
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Device serial number. This descriptor specifies the
serial number of a video device or device.

4.2. Device users

Users. This descriptor lists a number of users,
who have registered to the device. Each user is
identified by user name and user ID which should
match with the values specified in one of the user
DSs discussed in Section 3.1.

4.3. Programs available to the device

Categories. This descriptor lists a number of pro-
gram categories which have been registered on
the device. Each category is specified by a cate-
gory descriptor, which should be common to the
Program DS. The major subrelationship between
categories is also captured by a subcategory
descriptor.

Channels. This descriptor lists a number of
channels which have been registered on the device.
Each channel is specified by a channel descriptor.
The relationship between a major channel and
its (virtual) subchannels is also captured by a
subchannel descriptor.

Programs. This descriptor lists programs that are
known by the device. Programs themselves may be
stored in the device, or they may be future pro-
grams known by the device. The programs are
grouped under corresponding categories or chan-
nels. Each group of programs are specified by a cat-
egory-programs or channel-programs descriptor.
The program ID contained in the descriptor should
match with the number or string specified in one of
the Program DSs.

4.4. Device capabilities

Views. This descriptor lists views which are sup-
ported by a video device or device. Each view is
identified by a string which should match with one
of the views defined in the Visualization DS defined
in Section 2.4, such as Thumbnail View, Slide View,
Shot View, Keyframe View, Highlight View, Event
View, and Close Up View.

The set of descriptors defined here is by no means
exhaustive. For example, it should be possible to

add descriptors describing capabilities pertaining
to other characteristics of the device, such as the
bit-depth, spatial, and temporal resolution of its
display.

5. Conclusions

We have proposed description schemes describ-
ing video programs, users of devices that access,
store and consume these programs, and the devices
themselves. These three types of description
schemes do indeed share a common set of descrip-
tors to facilitate a complete solution that simul-
taneously accounts for the desirability of
personalization, efficient management of programs
and users that are known to devices, and variations
in the capabilities of multimedia access devices.

The proposed Program DS focuses on visual
characteristics only. It is organized into Syntactic
Structure DS, Semantic Structure DS, Meta-in-
formation DS and Visualization DS, respectively,
to describe the physical structure, semantic content,
meta-information and the information that is
needed for fast rendering of a set of views of the
program. The physical structure involves the de-
scription of the temporal organization of the se-
quence (segments), the spatial organization of
images (regions) as well as the spatio-temporal
structure of the video (regions with motion). The
semantic description is built around objects and
events. Finally, the physical and semantic descrip-
tions are related by a set of links defining where or
when instances of a specific semantic notions can be
found. The Program DS facilitates content-based
search and filtering as well as fast visual browsing
and navigation.

The proposed User DS describes preferences and
usage patterns of users. Personalized search, filter-
ing and browsing is enabled in a system where
Program DSs and User DSs share a common set of
descriptors. Once standardized, a User DS can be
transported by the user from one device to another
for immediate personalization regardless of the
brand name and physical location of the new de-
vice. The proposed Device DS maintains a list of
programs and users known to a device as well as
the computational and display resources available
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to the device. When a User DS and the Device DS
share a common set of descriptors, the device set-
tings for consuming particular types of multimedia
information can be personalized. Further, when
a Program DS and a Device DS share a common
set of descriptors, devices access to those views of
the programs for which they have sufficient pre-
sentation resources.

Standardization of such description schemes
will enable exchangeable formats that host
rich descriptions that will in turn enable personal-
ized universal access to multimedia information.
The ongoing MPEG-7 standardization effort
is aimed at defining exchangeable description
formats.

As we write this paper, the MPEG-7 group on
Description Schemes is in the collaboration mode
and converging on a generic Audiovisual Program
DS, integrating visual and audio programs. Re-
cently, the MPEG-7 requirements group has ad-
opted a set of requirements for describing user
preferences and usage history pertaining to
audiovisual information while the privacy of users
is respected. It is expected that collaborative work
on defining a User DS will start in the near future.
The Device DS related matters, or the Multipro-
gram DS, has not yet been worked out by the
committee and are expected to be addressed as the
Program DS specification becomes stable. In paral-
lel activities, various groups are working on de-
scriptors, detailed definition of description schemes
(e.g., Meta DS), and the specification of the De-
scription Definition Language.
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