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Abstract

Multi-modal fusion has been proved to help enhance the performance of scene classification tasks. This paper presents a 2D-3D Fusion stage that combines 3D Geometric Features with 2D Texture Features obtained by 2D Convolutional Neural Networks. To get a robust 3D Geometric embedding, a network that uses two novel layers is proposed. The first layer, Multi-Neighbourhood Graph Convolution, aims to learn a more robust geometric descriptor of the scene combining two different neighbourhoods: one in the Euclidean space and the other in the Feature space. The second proposed layer, Nearest Voxel Pooling, improves the performance of the well-known Voxel Pooling. Experimental results, using NYU-Depth-V2 and SUN RGB-D datasets, show that the proposed method outperforms the current state-of-the-art in RGB-D indoor scene classification task.
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1. Introduction

The scene classification task aims to annotate a sensor capture with a scene class, such as beach, furniture store, bedroom, among others. Due to the rising interest in domotics, surveillance, and robotics applications, the RGB-D indoor scene classification task has received more attention from academia and industry. Despite the advance of the techniques applied to the recognition of object-centric data, these techniques do not have the same performance on indoor scene classification. The main reason is that an indoor scene is formed by a relationship of multiple objects with open-set classes. For instance, recognizing a bed and a chair alone is not enough to classify the scene as a bedroom, because these objects could exist in other scene categories such as a furniture store. Furthermore, there is a data scarcity problem as existing RGB-D datasets are still order-of-magnitude smaller than their respective 2D datasets. Other important challenges that need to be faced in this task are the considerable variation in lights, shapes, and layouts for each class of scene. Most of these challenges have been proved very difficult to solve without the 3D information that is lost in the 2D image capturing. For this reason, the use of stereo-camera configurations, RGB-D sensors, or lidars is recommended. The structure of data captured by these sensors can be organized, like captures done by a Microsoft Kinect sensor, or unorganized, like the information provided by a lidar.

Convolutional Neural Networks (CNNs) are extensively used in computer vision in a wide variety of tasks such as image classification, super-resolution, object detection, and segmentation. Nevertheless, the convolution operation is defined in a lattice structure. That means, data that is not located in a lattice structure can not be processed by CNNs directly as is the case with unorganized 3D point clouds. This limitation can be solved with Geometric Learning, a set of techniques that convert this data to an artificial lattice structure, such as the methods that use voxels to allow the application of 3D CNNs. Another way to handle this kind of data is by using Graph Convolutional Neural Networks (GCNNs). These networks convert a 3D point cloud to a graph and create an
artificial lattice structure through the edges of the graph.

This paper proposes a new methodology that fuses the geometric information of a 3D point cloud obtained by the novel Multi-Neighbourhood Graph Convolution network and the 2D texture information obtained by a conventional CNN. The main contributions of this paper can be summarized as:

- The proposal of the Multi-Neighbourhood Graph Convolution operation, that outperforms previous methods to obtain geometric information. This convolution takes into consideration the neighbours of the center point in Feature and Euclidean spaces.

- The Nearest Voxel Pooling algorithm, which consists of an improved version of the current Voxel Pooling algorithm [1] that mitigates the noise introduced by sensors.

- The fusion of 2D-3D and multi-modal features through the proposed 2D-3D Fusion stage. Using geometric proximity allows the network to exploit the benefits of 2D and 3D Networks simultaneously.

2. Related work

2.1. Scene classification

Earlier works of scene classification using RGB information made use of handcrafted features [2, 3] to obtain the properties of the scene. Nowadays, with the emergence of deep learning techniques and new datasets, better features can be obtained. Places-CNN [4] is a vast dataset of RGB indoor-scene captures that was used to train different standard architectures, such as VGG [5] and ResNet [6], providing one of the most successful deep feature learning models for RGB data. Instead of finding deep features to describe the scene, George et al. [7] proposed to capture the occurrence statistics of objects in scenes, capturing the informativeness of each detected object for each scene. Chen et al. [8] proposed the Layout Graph Network (LGN), where regions of the scene layout are the nodes and the relations between two independent regions are the edges
of the graph. The scene layout is obtained using the proposed method called Prototype-agnostic Scene Layout (PaSL) which constructs a spatial structure without conforming to any prototype. Recently, Xie et al. [9] published a survey where the existing scene recognition algorithms are reviewed.

As noted in the introduction, another way to tackle the scene classification problem is by using depth information. Zhu et al. [10] proposed to train a two-branch network to learn features from RGB and depth and then fuse these features using an SVM. Song et al. [11] proposed to learn a more effective depth representation using a two-step training approach that directly learns effective depth-specific features using weak supervision via patches. Li et al. [12] proposed a novel discriminative fusion network which can learn correlative and distinctive features of each modality. Cai et al. [13] proposed a multi-modal CNN that captures local structures from the RGB-D scene images and learns a fusion strategy. Similarly, MAPNet [14] presented two attentive pooling blocks to aggregate semantic cues within and between features modalities. Song et al. [15] proposed to use object-to-object relations obtained with detection techniques. More recently, TRecgNet [16] tackled the RGB-D Scene Recognition problem as a combination of a translation and a classification problem. Their work proposes to train simultaneously a classifier network that classifies the scene and a translation network, that predicts the depth from RGB and the RGB from the depth. Training the network in a multitask manner helps the network learn more generic features that yield an increment in performance. However, these methods use a 2D CNN on depth maps to obtain geometric information that introduces possible errors due to missing local geometric context that the projection to a 2D world can produce. To solve that, in RAGC [17], authors proposed to extract the geometric information directly from the 3D world. The network exploits the intrinsic geometric context inside a 3D space using as input 3D point clouds obtained from RGB-D captures. However, the nodes of the graph do not have any colour or geometry information. In this work, the performance of the extraction of the geometric feature is increased using the proposed Multi-neighbourhood Graph Convolution. This convolution
fuses two different neighbourhoods, one in the Euclidean space and the other in
the Feature space that helps to improve the quality of the extracted features.
More details are given in Sec. 3.

2.2. Geometric Learning

Geometric deep learning consists in a set of emerging techniques attempting
to generalize structured deep neural models to non-Euclidean domains or non-
structured data such as 3D point clouds. One of the first approaches to process
3D point clouds was the use of Multi-view based techniques [18, 19, 20, 21].
These sets of techniques represent a 3D space as a collection of 2D views where
the structured deep neural models can be used. However, due to the fact that
the 2D view has lost the 3D spatial relation, the geometric information obtained
is limited. To work directly in a dense 3D point cloud, different kinds of data
structures and network architectures have been proposed, such as voxel grid
networks [22, 23, 24, 25, 26] and octree networks [27]. Recently, an strategy
that outperforms previous methodologies was presented in DGCNN [28]. This
strategy consists on representing this data as a graph, where edges are used to
create a lattice structure. Two main strategies can be followed to work with
these graphs. Graph Neural Networks [29, 30] where the graph is processed
applying a neural network recurrently to every node of the graph, and Graph
Convolutional Networks [31], where a generalization of the discrete convolution
is proposed. An improvement of this generalization was proposed by Wang et
al. [28] with the Dynamic Edge Convolution operation. This operation com-
putes each node’s feature doing an aggregation over the output of a multi-layer
perceptron (MLP) that was applied to the neighbourhood. Following this line of
research, Verma et al. [32] proposed FeaStNet, where the graph-convolution op-
erator consists in establishing correspondences between filter weights and graph
neighbourhoods with arbitrary connectivity. More recently, Mosella-Montoro et
al. [17] presented the Attention Graph Convolution (AGC), which creates an
attention weight based on the geometrical attributes of the edges. This con-
volution outperforms the previous state-of-the-art in the 3D Geometric Scene
Classification task. In this work AGC is used as a baseline for the new proposed Multi-Neighbourhood Graph Convolution (MUNEGC).

2.3. 2D-3D Fusion Networks

The fusion of the features obtained by 2D-3D networks are widely used on multi-view scenarios, where is possible to obtain different 2D RGB images from a dense point cloud. FusionNet [33] proposed to do a late fusion using the classification scores obtained by the final Fully Connected layers of the 2D and 3D networks. SPLATNet [34] presented a different approach where the 2D and 3D features representations are mapped onto the same lattice. This mapping is achieved using an improved version of the Bilateral Convolution Layer [35]. More recently, an extension of PointNet++ [36] for multi-view scenarios with an early fusion strategy was proposed in MVPNet [37]. This strategy consists in concatenating the features learned on a 2D-CNN to the geometric point (XYZ) that is used as input of the PointNet++. The main drawback of this approach is that each point of the point cloud used as input on PointNet++ must have a 2D feature associated to it.

These previous methods of 2D-3D fusion made use of multi-view approaches to obtain different 2D RGB images from a single dense point cloud. In the method proposed in this work, the fusion is done using only one 2D RGB image from each point cloud.

3. Methodology

3.1. Overview of the framework

The framework proposed is illustrated in Fig. 1. The framework is composed of two branches: the 3D Geometric branch and the 2D Texture branch. The input of the 3D Geometric branch is a 3D point cloud that can be obtained directly from a lidar sensor or using the depth information and the intrinsic camera parameters of an RGB-D sensor. Each node of the 3D input point cloud encodes the depth information using the HHA encoding [38], that has been
proved to obtain better results than directly using the depth channel \[14, 16, 38\].

HHA encodes the depth into a 0 to 255 range with three channels. Each channel represents horizontal disparity, height above the ground, and the angle with the inferred gravity direction. The input of the 2D Texture branch is a 2D RGB image corresponding to the same capture as the capture used on the 3D Geometric branch. After the corresponding branches, the extracted 3D Geometric and 2D Texture features are fused using the 2D-3D Fusion stage, and the result of this stage is used by the Classification network to predict the corresponding scene class.

Figure 1: Illustration of the framework of 2D-3D Geometric Fusion network using Multi-Neighbourhood Graph Convolution.

The 2D Texture branch uses as a backbone the well-known architecture ResNet-18 [6], as depicted in Fig. 2. ResNet-18 is composed of a combination of residual blocks, convolutional layers, and poolings. A Residual Block is a stack of two convolutional layers (F) with a shortcut that contains a projection function (P), as shown in Fig. 3. The projection function used by ResNet-18 is a convolutional layer with a kernel size of 1x1 without bias. When the dimension of the input and output features are the same, the projection function is the identity matrix. That kind of block helps to obtain higher accuracy in object-centric classification, reduces the effect of the vanishing gradient problem and accelerates the convergence of the deep networks.

The output of the last Residual block corresponds to the 2D Texture fea-
Figure 2: 2D Texture branch architecture, where /2 means that the stride has a value of 2 in order to downsample the image by a factor of 2.

Figure 3: Illustration of a Residual Block.

tures used for the Fusion stage. This branch aims to exploit the power of already proven CNNs to obtain texture information that will be aggregated to the geometric information obtained by the 3D Geometric branch.

The 3D Geometric branch is composed of two novel layers named Multi-Neighbourhood Graph Convolution (MUNEGC) and Nearest Voxel Pooling (NVP), both layers are explained in detail in Secs. 3.2 and 3.3 respectively. The architecture of the 3D Geometric branch aims to have the same number of pooling stages as ResNet-18. In Fig. 4 the architecture used for the 3D Geometric branch is depicted.

The 2D-3D Fusion stage takes the features generated by the previously commented 2D and 3D branches and fuses them. Notice that the output resolution and sampling of both branches is different. The reason is that pooling layers of both branches work on different spaces (2D and 3D). As a result, even if 3D point clouds are extracted from RGB-D sensors where the 2D and 3D spaces are organized, the final number of points and their positions are differ-
ent. The proposed 2D-3D Fusion stage can handle that behaviour and generate a new set of combined features. This stage will be explained in detail in Sec. 3.3. The new set of features is fed to the Classification network. The classification architecture, as depicted in Fig. 5, is composed of a global average pooling and an $FC(nClasses)$ layer, where $FC$ is a Fully Connected layer and $nClasses$ is the number of scenes that the network should predict.

Figure 5: Illustration of the Classification network.

3.2. Multi-Neighbourhood Graph Convolution (MUNEGC)

The proposed Multi-Neighbourhood Graph Convolution (MUNEGC) is an extension of the Attention Graph Convolution (AGC) [17]. In order to explain MUNEGC first is necessary to review the bases of the AGC.

3.2.1. Review of Attention Graph Convolution (AGC)

Attention Graph Convolution (AGC) [17] is a graph convolution that performs the convolution over local graph neighbourhoods exploiting the edges and their attributes. These edges are used to create an artificial lattice structure which is needed to apply a convolution. Furthermore, the attributes of the edges are used to estimate the weights of the filter that will be used in each neighbourhood. The generation of weights is based on a Dynamic Filter Network [39] which can be implemented with any differential architecture. In the case of AGC, the Dynamic Filter network is implemented using $FC(x)$ layers,
where $FC$ is a Fully Connected layer and $x$ the number of output features of the layer. The Dynamic Filter Network is in charge of the attention mechanism. It generates weights conditioned by the attributes of the edges. Fig. 6 depicts the AGC operation over a node $N_1$ of an input neighbourhood.

In AGC, the attribute of the edge is defined as the positional offset $S_{ij} = p_i - p_j$ between the euclidean position of the nodes $p_i$ and $p_j$ of the edge. These offsets can be represented in euclidean or spherical coordinates. That means, Dynamic Filter Network will pay attention to the nodes depending on their proximity information.

AGC is formalized in Eq. (1) where $X$ is the node feature vector, $N$ the set of neighbours, $W$ represents the Dynamic Filter Network, $A$ represents the edge attributes and $b$ a learnable bias of the layer. Index $i$ indicates the current node to evaluate, $l$ corresponds to a layer index in a feedforward neural network and $j$ the neighbours of the node $i$ in set $N$.

$$X_i^l = \frac{1}{|N(i)|} \sum_{j \in N(i)} W^l(A_{ij})X_j^{l-1} + b^l \quad (1)$$

3.2.2. MUNEGC in detail

Multi-Neighbourhood Graph Convolution (MUNEGC) is a graph operation that estimates the new feature of each node using the combination of the features
obtained in two different neighbourhoods, the Euclidean Neighbourhood and the Feature Neighbourhood.

![Diagram showing multi-neighbourhood graph convolution](image)

**Figure 7: Multi-Neighbourhood Graph Convolution.** Where $X_i$ is the node feature vector $i$, $A_{ij}$ is the edge's attribute vector of nodes $ij$, and $l$ corresponds to a layer index in a feedforward neural network. Nodes with similar features are coloured with the same colour. Both neighbourhoods are created using a kNN-policy where $k = 4$.

The neighbourhood creation step consists in connecting each of the nodes to the closest ones with edges. MUNEGC creates two different neighbourhoods in two different spaces, Euclidean and Feature spaces. The Euclidean Neighbourhood uses the position $(x, y, z)$ of the nodes on the Euclidean space to define which nodes are connected. Whereas the Feature Neighbourhood uses the feature vector $X$ of each node to connect the nodes. Therefore, in the Feature Neighbourhood, nodes with similar features (rather than closeness in space) are going to be connected. Both neighbourhoods share the same original nodes and their features. For both neighbourhoods, edges can be generated following a kNN-policy or a Radius-policy. In the case of the Euclidean Neighbourhood, the Radius-policy has a geometric meaning and is intuitive to choose. Whereas in the Feature Neighbourhood, the meaning of this radius is unclear and is not recommended to use due to the complexity of its selection as the Feature space changes at each iteration of the training phase. For that reason, the kNN-policy is chosen in the case of the Feature Neighbourhood. An example of this is
depicted in Fig. 7. Where the same original nodes are used to generate the Euclidean Neighbourhood and the Feature Neighbourhood for the central node $X_{i}^{l-1}$. For simplicity, both neighbourhoods follow a kNN-policy with $k = 4$ (including the self-loop). On the Euclidean Neighbourhood nodes 1, 2, 3 and 4 are selected as neighbours as they are the closest nodes on the 3D space. Whereas, in the Feature Neighbourhood, nodes 1, 2, 5 and 6 are selected as neighbours as the features of the nodes are similar, represented as nodes with the same colour.

Once both neighbourhoods are defined, attributes for each edge can be computed. MUNEGC proposes to use the combination of the positional offset and feature offset as an attribute of an edge. As in AGC, the positional offset $S_{ij} = p_i - p_j$ is defined as the offset between the euclidean positions $p_i$ and $p_j$ of the nodes $i$ and $j$ interconnected by the edge (positional offset can be represented in euclidean or spherical coordinates). Similarly, the feature offset $K_{ij} = X_i - X_j$ is defined as the offset between the feature vectors $X_i$ and $X_j$ of the nodes interconnected by an edge. Eq. (2) formalizes the edge attribute vector proposed in MUNEGC. These attributes are estimated independently for each edge of each neighbourhood. In the end, the attributes of an edge $A_{ij}$ are computed equally for both neighbourhoods.

$$A_{ij} = \{S_{ij}, K_{ij}\}$$ (2)

As it is done in AGC, MUNEGC uses the attributes of the edges to calculate the weights of the convolution using a Dynamic Filter Network. In order to prevent the network from predicting large weights, this work proposes to apply a $tanh$ activation layer to the predicted weights.

As a result of having two neighbourhoods, each node will have two possible feature vectors, one for the Euclidean Neighbourhood and another one for the Feature Neighbourhood. By definition the filter size used on both neighbourhoods is the same. This means that, if a MUNEGC of $M$ features is requested, the filters of both neighbourhoods will output $M$ features each one. These features are going to be combined using an aggregation operator. Eqs. 3 and 4
describe the proposed combination by MUNEGC. Where $X$ is the node feature vector, $N$ the set of neighbours, $e$ indicates Euclidean Neighbourhood, $f$ corresponds to the Feature Neighbourhood, index $i$ indicates the current node to evaluate, $l$ corresponds to a layer index in a feedforward neural network, $j$ the neighbours of the node $i$ in set $N$, $W$ represents the Dynamic Filter Network, $A$ represents the edge attributes, $b$ a learnable bias and $Aggr\{\cdot\}$ represents the maximum or average aggregation operation. The result of the aggregation must be $M$ features.

$$F(A_{ij}) = \tanh(W(A_{ij}))$$  \hspace{1cm} (3)$$

$$X^l_i = Aggr\left\{ \frac{1}{|N_e(i)|} \sum_{j \in N_e(i)} F^l_e(A_{ij})X^{l-1}_j + b^l_e, \frac{1}{|N_f(i)|} \sum_{j \in N_f(i)} F^l_f(A_{ij})X^{l-1}_j + b^l_f \right\}$$  \hspace{1cm} (4)$$

The use of two different neighbourhoods helps to learn a more robust node feature that considers the characteristics of the regions that have similar properties, and the regions that are close in the 3D space. The use of the positional and feature offset on both neighbourhoods forces the network to learn the influence of a neighbour depending on the similarity of the features and the positional proximity of both points.

3.3. Nearest Voxel Pooling (NVP)

The Nearest Voxel Pooling (NVP) layer is based on the Voxel Pooling (VP) algorithm [1]. The VP algorithm consists in creating voxels of resolution $r^p$ over the point cloud and replacing all points inside the voxel with their centroid. The centroid’s feature is the average or the maximum of the features of the points inside the voxel. However, VP can introduce some errors when the points inside of two different voxels are closer than their respective voxel’s centroid.

The proposed NVP layer reformulates the VP algorithm to solve the issue explained before. In Fig. [8] a comparison of the performance of both algorithms
is shown. The algorithm behind the NVP is described in Algo. 1 and follows these steps:

1. Create voxels of resolution $r_p$.
2. Estimate the centroid’s position doing the mean of the position of the nodes inside the voxel.
3. For each point of the point cloud, find the closest centroid and group the points that have the same closest centroid.
4. Remove empty voxels and centroids that do not have any point assigned.
5. For each group of points estimate the superpoint’s position, doing the mean of the positions of the points inside the group.
6. Superpoint’s feature is the average or the maximum of the features of the points that belong to the superpoint’s group.
Algorithm 1: Nearest Voxel Pooling (NVP)

Let \( r_p^l \) be the radius of the pooling layer \( l \) in meters;
Let \( Aggr \) be the aggregation function to aggregate the features;
Initialize \( r_p^l \) and \( Aggr \);
Create voxels \( v_i \) of resolution \( r_p^l \);

\[
\text{foreach } v_i \text{ do}
\]
\[
\quad \text{Compute centroid } c_i;
\]
\[
\text{end foreach}
\]

\[
\text{foreach point in the PointCloud do}
\]
\[
\quad \text{Assign point to the closest } c_i;
\]
\[
\text{end foreach}
\]

\[
\text{foreach } c_i \text{ do}
\]
\[
\quad \text{if } c_i \text{ does not have points assigned then}
\quad \quad \text{Delete } c_i;
\quad \text{else}
\quad \quad \text{position of } c_i \leftarrow \text{mean of positions of assigned points;}
\quad \quad \text{feature of } c_i \leftarrow Aggr \text{ of features of assigned points;}
\quad \text{end if}
\]
\[
\text{end foreach}
\]

3.4. 2D-3D Fusion stage

The 2D-3D Fusion stage is defined to fuse different sets of multi-modal features. This stage will be used in this work to make the fusion of the 3D Geometric and 2D Texture Features. Fig. 9 shows the architecture proposed for this stage.

The algorithm behind the 2D-3D Fusion stage is described in Algo. 2 and follows these steps. The 2D Texture Features are projected into the 3D space using the camera parameters. The next step is to apply a Projection function \( P \) in charge of projecting the 3D Geometric and 2D Texture Features to another
Figure 9: 2D-3D fusion stage architecture where \( P_g \) is the projection function of the 3D Geometric features and \( P_t \) is the projection function of the 2D Texture features.

The projected features are fused using a version of the previously explained Nearest Voxel Pooling algorithm, which is used only to create groups of points. Each group of points contains the projected version of the 2D Texture and 3D Geometric features, as shown in Fig. 10. For each group of points, a superpoint is generated. The position of this superpoint is the average of the positions of the points inside the same group. To estimate the fused feature of each superpoint it is required to follow two steps. First, the average of the same kind of features inside the same group is calculated. Then, the resulting averages are concatenated, generating the fused feature for each superpoint. If there is only one kind of feature in one group, the other positions of the fused vector are filled with a vector of ones. Eq. 5 formalizes the described fusion, where \( X \) is a feature vector, \( P \) is the projection function and \( N \) is the set of points inside the same group. Index \( i \) indicates the current group to evaluate, \( g \) indicates that it belongs to the 3D geometric feature subset and \( t \) indicates that it belongs to the 2D Texture feature subset.

\[
X_i = \text{Concat} \left\{ \frac{1}{|N_g(i)|} \sum_{X \in N_g(i)} P_g(X), \frac{1}{|N_t(i)|} \sum_{X \in N_t(i)} P_t(X) \right\}
\] (5)
Notice that the motivation of the Projection function ($P$) is that each kind of input features could have different dimensionality. To solve that, $P$ projects both input features to another feature space where both sets of features have the same dimensionality. Function $P_g$ is used to project 3D Geometric features and $P_t$ for projecting 2D Texture features. Both are defined as a convolutional layer with a kernel size of 1x1 without bias.

Figure 10: Example of the group’s creation for the 2D-3D fusion stage. Each dot colour represents a different kind of feature (blue for 2D Texture and green for 3D Geometric). Each circle represents a different group and the crosses represent the centroid of each group computed by fusing all features of the group.
Algorithm 2: 2D-3D Fusion

Let $r$ be the radius used to fuse the features in meters;
Let $P_t$ be the Projection function used on 2D Texture Features ($TF$);
Let $P_g$ be the Projection function used on 3D Geometric Features ($GF$);
Project 2D Texture Features to the 3D space;
Apply $P_t$ to the 2D Texture features;
Apply $P_g$ to the 3D Geometric features;
Create voxels $v_i$ of resolution $r$;

foreach $v_i$ do
  Compute centroid $c_i$;
end foreach

foreach point in the 3D space do
  Assign point to the closest $c_i$;
end foreach

foreach $c_i$ do
  if $c_i$ does not have points assigned then
    Delete $c_i$;
  else
    $TC \leftarrow$ mean of $TF$ of assigned points;
    $GC \leftarrow$ mean of $GF$ of assigned points;
    feature of $c_i \leftarrow$ Concat of $TC$ and $GC$;
    position of $c_i \leftarrow$ mean of positions of assigned points;
  end if
end foreach
4. Experiments

4.1. Datasets

The SUN RGB-D dataset \cite{40} includes 10335 RGB-D captures. The dataset was captured from different RGB-D sensors including Asus Xtion, RealSense, Kinect v1 and Kinect v2. Following the settings proposed by the authors, classes with less than 80 samples are discarded. In the end, 9504 captures remain with 19 different classes. These captures were divided in 4845 for training and 4659 for testing using the official split.

The NYU-Depth-V2 dataset (NYUV2) \cite{41} contains 1449 RGB-D captures with 27 classes. Following the standard configuration, the categories are grouped into 10, including 9 most common categories and the Other category representing the rest. The standard split is followed, where 795 captures are used in the train split and 654 for testing.

4.2. Training details

The implementation of the proposed framework is based on Pytorch \cite{42} and Pytorch Geometric \cite{43} and can be found at: https://imatge-upc.github.io/munegc/. Due to GPU memory constraints, each branch of the network is trained in an isolated manner adding an independent classification network for each branch. The Classification network is initialized randomly where biases are initialized as $b = -\log((1 - \pi)/\pi)$ where $\pi = 1/C$ and $C$ the number of classes. This initialization aims to avoid the possible training instability that bias $b = 0$ could cause at the beginning of the training as explained by Cui et al. \cite{44}.

4.2.1. Input data

Both datasets used are composed by RGB-D captures. The RGB part of the capture is used as input by the 2D Texture branch. In both datasets the RGB image has been cropped using a center-crop technique obtaining a new resolution of $560 \times 420$. The 3D Geometric branch uses as input the 3D projected version of the depth capture. In particular, the depth capture is encoded using the HHA encoding \cite{38}, downsampled by a factor of $x8$ and projected to the 3D
space using the parameters of the camera. Let \([x, y, z]\) be the 3D coordinates in the camera coordinate system and \([u, v]\) the coordinates in the image. The focal length of the camera is represented by \([f_x, f_y]\) and the principal point is represented as \([c_x, c_y]\). To project the depth capture to a 3D space the Pinhole camera model is used, Eq. (6) formalizes the projection used.

\[
\begin{align*}
    z &= \text{depthchannel} \\
    x &= \frac{(u - c_x) \cdot z}{f_x} \\
    y &= \frac{(v - c_y) \cdot z}{f_y}
\end{align*}
\] (6)

Both datasets are characterized by having an unbalanced number of images for each category. This work uses the well known weighted cross-entropy (WCE) loss to handle the imbalance issue during training in all branches. The re-scaling strategy used is defined in Eq. (7). Where \(x\) is the output vector of the network, \(y\) is the ground truth label, and \(w\) is the weight vector that contains a different weight for each class. The \(w(y)\) is computed using the inverse class frequency, \(f(y)\), as described in Eq. (8).

\[
WCE(x, y) = w[y] \left( -x[y] + \log \left( \sum_j e^{x[j]} \right) \right)
\] (7)

\[
w(y) = 1/f(y)
\] (8)

Furthermore, to make the total loss in the same scale when the weight is applied, \(w(y)\) is normalized so that \(\sum_{i=1}^{C} w(y) = C\) where \(C\) is the total number of classes.

4.2.2. 2D Texture branch training details

The 2D Texture branch, as explained in Sec. 3 uses ResNet-18 as backbone as it is done in recent state of the art [16]. Similar to previous works [16] [14], weights are initialized using a pre-trained version of the network on Places dataset [4] in the SUN RGB-D dataset. For the smaller NYUV2 dataset,
ResNet-18 is initialized using the weights obtained on the training done in the SUN RGB-D dataset. In both datasets, the network is trained during 100 epochs with a batch size of 16. The optimizer used for this training is SGD with momentum. The learning rate used is $1 \times 10^{-3}$ with a momentum of 0.9 and a weight decay of $1 \times 10^{-4}$. A random horizontal flip is applied during training.

### 4.2.3. 3D Geometric branch training details

The 3D Geometric branch is initialized randomly for the SUN RGB-D dataset as there is no bigger RGB-D dataset to perform a pre-training of the network. In the case of the NYUV2 dataset, as done in the 2D Texture branch, weights obtained on SUN RGB-D are used to initialize the branch. The motivation for this is to demonstrate the ability of the 3D Geometric branch to learn generalized representations that can be used on other datasets as proved in Sec. 4.4. In both datasets, the network is trained during 200 epochs with a batch size of 32. The optimizer used for this training is the Rectified Adam (RADAM) [45], an improved version of ADAM that rectifies the variance of the adaptive learning rate. The learning rate used is $1 \times 10^{-3}$, betas (0.9, 0.999) and a weight decay of $1 \times 10^{-4}$. A dropout layer is added before the Fully Connected layer of the Classification network with a probability $p = 0.2$ to be zeroed. The radius chosen for the pooling layers can be seen in Table 1. The Dynamic Filter Network configuration chosen for all MUNEGC layers is: $FC(128) - FC(d_l \cdot d_{l-1})$ where $d_l$ is the number of output features of layer $l$. The average aggregation is used in MUNEGC layers.

The input data used in this network is a 3D Point Cloud that contains for each node an HHA feature, the procedure to obtain this 3D Point Cloud has been described in Sec. 4.2.1. The policy used by MUNEGC to obtain both versions of the neighbourhoods is the kNN-policy with $k = 9$. The edges of the graph have as attributes the positional offset in spherical coordinates and the feature offset as described in Sec. 3.2.

Finally, the following techniques of online data augmentation are applied: 1) Rotation over the vertical axis randomly between $(0, 2\pi)$. 2) Mirroring over...
horizontal axis randomly with a probability of 0.5. 3) Random removal of points in the input 3D point cloud with a probability of 0.2. 4) A novel 3D random crop proposed in this work. This technique consists in finding a random centroid, then, for each axis, a random value between the maximum and minimum is chosen. A factor $f$ is defined to specify the desired number of points inside the crop. The values of $f$ are in the range of $0 < f < 1$. The desired number of points ($dn$) is defined as $dn = npoints \times f$, where $npoints$ is the number of points of the original point cloud. Finally, a radius that accomplishes the following condition $npoints_{inside} < dn$ is found, where $npoints_{inside}$ indicates the number of points inside the proposed radius. The crop is made up of the points inside the sphere defined by the radius found. In this work, the $f$ is randomly chosen inside the range $[0.875, 1]$.

<table>
<thead>
<tr>
<th>Pooling Layer</th>
<th>Radius (meters)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PNV 1</td>
<td>0.05</td>
</tr>
<tr>
<td>PNV 2</td>
<td>0.08</td>
</tr>
<tr>
<td>PNV 3</td>
<td>0.12</td>
</tr>
<tr>
<td>PNV 3</td>
<td>0.24</td>
</tr>
</tbody>
</table>

Table 1: Pooling radius configuration of 3D Geometric Branch.

4.2.4. 2D-3D Fusion and Classification stage training details

The 2D-3D Fusion stage and the Classification network are considered the last branch, and both networks are trained together. In both datasets, weights are initialized randomly. The input of this branch is the camera parameters and the output features of both previous branches, without its corresponding classification networks as it can be seen in Fig. 1. The network is trained during 20 epochs with a batch size of 32. Rectified Adam (RADAM) [45] is used for the training with a learning rate of $1 \times 10^{-3}$, betas $(0.9, 0.999)$ and a weight decay of $1 \times 10^{-4}$. A dropout layer is added before the Fully Connected of the classification network with a probability $p = 0.5$ to be zeroed. The radius used
to fuse the features in the 2D-3D Fusion stage is $r = 0.24$.

4.3. Results on SUN RGB-D dataset

4.3.1. Comparison with state-of-the-art methods

In this section, the final results of the proposed method are compared with the most recent state-of-the-art in Indoor Scene Classification. Previous methods use a pre-trained 2D-CNN to obtain geometric and texture features. Multimodal fusion \cite{10} used two independent CNNs to obtain features from RGB and depth data, the fusion is done using an SVM. DF$^2$Net \cite{12} made use of a triplet loss to encourage the network to learn discriminative and correlative features to do a better fusion. Effective RGB-D representations \cite{11} learned effective depth-specific features using weak supervision via patches. MAPNet \cite{14} improved the fusion stage, adding two attentive pooling blocks to aggregate semantic cues within and between features modalities. TRecNet \cite{16} proposed to use a combination of a translate and classification problem, that predicts the depth from RGB and the RGB from the depth. This approach allowed TRecNet to obtain more generic features and extra data that can be used in training. The method proposed in this paper tries to improve the performance using a completely different approach. First, the geometric features are obtained in a 3D space using the proposed graph convolution MUNEGC and the pooling layer NVP, that allows the network to exploit the intrinsic geometric context inside a 3D space. The fusion strategy is tackled by the novel 2D-3D Fusion stage that, using geometric proximity, allows the network to exploit the benefits of 2D and 3D Networks simultaneously. With these contributions, the proposed method improves previous state-of-the-art methods with an increment of 1.9% in the mean accuracy, as shown in Table 2.

One of the disadvantages of the proposed method is the lack of large RGB-D datasets to do a proper pre-training of the 3D Geometric branch. Table 3 compares the mean accuracy using only geometric features in TRecNet, that is the best method on the current-state-of-the-art and the 3D geometric features of the proposed framework. It shows that using pre-trained features helps TRecNet
Table 2: Performance comparison with state-of-the-art methods on SUN RGB-D Dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Initialization</th>
<th>Mean Acc.(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multi-modal fusion</td>
<td></td>
<td>4.4</td>
</tr>
<tr>
<td>Effective RGB-D representations</td>
<td></td>
<td>4.6</td>
</tr>
<tr>
<td>DF^2Net</td>
<td></td>
<td>4.3</td>
</tr>
<tr>
<td>MAPNet</td>
<td></td>
<td>4.4</td>
</tr>
<tr>
<td>TRecNet</td>
<td></td>
<td>5.6</td>
</tr>
<tr>
<td>Ours</td>
<td></td>
<td>5.4</td>
</tr>
</tbody>
</table>

Table 3: Performance comparison of the 3D Geometric branch with state-of-the-art methods on SUN RGB-D Dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Initialization</th>
<th>Mean Acc.(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TRecNet</td>
<td>Places</td>
<td>4.7</td>
</tr>
<tr>
<td>TRecNet</td>
<td>Random</td>
<td>4.2</td>
</tr>
<tr>
<td>Ours</td>
<td>Random</td>
<td>4.4</td>
</tr>
</tbody>
</table>

4.3.2. Study of different strategies to generate the neighbourhood and the attributes of the edges

In this section, different strategies to generate the neighbourhood and their respective edge attributes will be studied. All parameters and configurations explained in Sec. 4.2 are fixed. In order to generate the neighbourhoods, two different policies can be used: kNN and Radius. However, the Radius-policy can not be applied in the Feature Neighbourhood as features are still being defined during the training phase, which complicates the choice of a radius. For this reason, the study of the two main policies will be done in the Euclidean
Neighbourhood. A radius needs to be chosen for each MUNEGC layer. The best radius found was: \([0.05m, 0.08m, 0.12m, 0.24m, 0.48m]\) for each corresponding MUNEGC layer. As it can be observed in Table 4, kNN-policy surpasses the mean accuracy obtained with Radius-policy in this scenario.

<table>
<thead>
<tr>
<th>Method</th>
<th>Mean Acc.(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>kNN-policy</td>
<td>44.1</td>
</tr>
<tr>
<td>Radius-policy</td>
<td>42.44</td>
</tr>
</tbody>
</table>

Table 4: Analysis of kNN and radius as edge generation policy in Euclidean Neighbourhood.

Once the neighbourhood is defined, an attribute for each edge should be assigned. In Table 5, an analysis of the different edge’s attributes on each kind of neighbourhood can be seen. The best configuration is the use of Spherical offset and Feature offset on both neighbourhoods. As can be seen, both offsets are required in both neighbourhoods, as explained in Sec. 3.2.

<table>
<thead>
<tr>
<th>Euclidean attributes</th>
<th>Feature attributes</th>
<th>Mean Acc. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spherical + Feature offsets</td>
<td>Spherical + Feature offsets</td>
<td>44.1</td>
</tr>
<tr>
<td>Cartesian + Feature offsets</td>
<td>Cartesian + Feature offsets</td>
<td>42.27</td>
</tr>
<tr>
<td>Spherical + L2 offsets</td>
<td>Spherical + L2 offsets</td>
<td>40.45</td>
</tr>
<tr>
<td>Spherical offset</td>
<td>Feature offset</td>
<td>40.24</td>
</tr>
</tbody>
</table>

Table 5: Analysis of the effectiveness of different edge attributes on each kind of neighbourhood. L2 offset is the L2 distance between the feature vector of two neighbours.

4.3.3. Analysis of the MUNEGC design

In this section, the MUNEGC design will be analyzed. As it is explained in Sec. 3.2, apart from the Multi-neighborhood convolution, MUNEGC proposes two extensions to the vanilla AGC [17]. The first one is to add the node feature offset as an attribute of the edge. The second one is to create a mechanism to prevent the prediction of large weights by the Dynamic Filter Network that can
cause unstable learning. A \textit{tanh} is added as an activation layer at the end of the network. In Table 6 the influence of each one of these extensions can be observed.

<table>
<thead>
<tr>
<th>layer</th>
<th>Spherical offset</th>
<th>Feature offset</th>
<th>tanh</th>
<th>Mean Acc.(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AGC</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>35.7</td>
</tr>
<tr>
<td>AGC</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>41.53</td>
</tr>
<tr>
<td>AGC</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>42.37</td>
</tr>
<tr>
<td>MUNEGC</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>44.1</td>
</tr>
</tbody>
</table>

Table 6: Analysis of the performance of each improvement done in MUNEGC.

Furthermore, in Table 7 the influence of the aggregation method of both neighbourhoods in MUNEGC can be seen. The average aggregation shows a better performance than the maximum aggregation.

<table>
<thead>
<tr>
<th>Method</th>
<th>Mean Accuracy(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>44.1</td>
</tr>
<tr>
<td>Maximum</td>
<td>40.7</td>
</tr>
</tbody>
</table>

Table 7: Comparison between maximum and average aggregation in MUNEGC.

4.3.4. \textit{Analysis of the Nearest Voxel Pooling}

The Nearest Voxel Pooling (NVP) is an improved version of the Voxel Pooling (VP) that solves the drawback of VP when the points inside of two different voxels are closer than their respective voxel’s centroid. NVP layers are replaced with VP layers to analyze the performance of the proposed NVP in the 3D Geometric branch. Table 8 shows that the NVP achieves better results than VP.
4.3.5. Analysis of the Fusion Stage

In this section, the proposed 2D-3D Fusion stage is analyzed. This fusion is performed using geometric proximity, where features extracted from the 2D Texture and 3D Geometric branches are fused in the 3D domain. To prove the validity of the proposed method, a comparison with a late fusion stage is performed. The late fusion is inspired by the one used by FuseNet [33]. It concatenates the features obtained from each branch after a global average pooling. Therefore, only a concatenation is used without taking into account any geometric proximity.

In addition, the influence of the group algorithm is studied. Both NVP and VP algorithms have been compared to create the group of points to fuse. As it can be seen in Table 9, the proposed 2D-3D Fusion stage with NVP outperforms the results obtained using the VP algorithm and the late fusion stage.

<table>
<thead>
<tr>
<th>Method</th>
<th>Mean Acc.(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NVP</td>
<td>44.1</td>
</tr>
<tr>
<td>VP</td>
<td>42.5</td>
</tr>
</tbody>
</table>

Table 8: Comparison between Nearest Voxel Pooling (NVP) and Voxel Pooling (VP) algorithms.

<table>
<thead>
<tr>
<th>Method</th>
<th>Mean Acc.(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed with NVP</td>
<td>58.6</td>
</tr>
<tr>
<td>Proposed with VP</td>
<td>57.8</td>
</tr>
<tr>
<td>Late</td>
<td>57.19</td>
</tr>
</tbody>
</table>

Table 9: Analysis of the validity of the proposed 2D-3D Fusion stage.

4.4. Results on NYU-Depth-V2 dataset

The proposed frameworks are also evaluated on the NYUV2 dataset and compared with the state-of-the-art. Unlike the experiments done in SUN RGB-
D dataset, the 3D Geometric branch can be pre-trained using the weights obtained from the training on SUN RGB-D. As it can be seen in Table 10, the proposed method overcomes the state-of-the-art by 6% of the mean accuracy. Experiments on NYUV2 reveal that the proposed 3D Geometric branch composed by MUNEGC and NVP has the ability to learn generalized representations that can be used on other datasets, making it possible to apply transfer learning techniques as conventional 2D-CNNs.

<table>
<thead>
<tr>
<th>Method</th>
<th>RGB</th>
<th>Geometric</th>
<th>Fusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effective RGB-D representations [11]</td>
<td>53.4</td>
<td>56.4</td>
<td>67.5</td>
</tr>
<tr>
<td>DF²Net [12]</td>
<td>61.1</td>
<td>54.8</td>
<td>64.4</td>
</tr>
<tr>
<td>MAPNet [14]</td>
<td>-</td>
<td>-</td>
<td>67.7</td>
</tr>
<tr>
<td>TRecNet [16]</td>
<td>64.8</td>
<td>57.7</td>
<td>69.2</td>
</tr>
<tr>
<td><strong>Ours</strong></td>
<td><strong>67.8</strong></td>
<td><strong>59.2</strong></td>
<td><strong>75.1</strong></td>
</tr>
</tbody>
</table>

Table 10: Performance comparison with state-of-the-art methods on NYU-Depth-V2 Dataset.

The comparison in performance between the proposed 3D Geometric branch and TRecNet, which is the best method on the current state-of-the-art, can be seen in Table 11. As it can be seen, when the proposed method is initialized randomly, it has better accuracy than TRecNet when this one is initialized with Places. Furthermore, the proposed method outperforms TRecNet when both are initialized with the same dataset.

5. Conclusions

This paper proposes a 2D-3D Geometric Fusion Network that exploits the intrinsic geometric information of the 3D-space to obtain geometric features and improves the fusion with the texture features. The geometric features are obtained by the 3D Geometric branch that is composed by Multi-Neighbourhood Graph Convolution (MUNEGC) and Nearest Voxel Pooling (NVP) layers. The
<table>
<thead>
<tr>
<th>Method</th>
<th>Initialization</th>
<th>Mean Acc. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TRecNet [16]</td>
<td>Places</td>
<td>55.2</td>
</tr>
<tr>
<td>TRecNet [16]</td>
<td>SUN RGB-D</td>
<td>57.7</td>
</tr>
<tr>
<td>Ours</td>
<td>Random</td>
<td>57.2</td>
</tr>
<tr>
<td>Ours</td>
<td>SUN RGB-D</td>
<td>59.2</td>
</tr>
</tbody>
</table>

Table 11: Performance comparison of the 3D Geometric branch with state-of-the-art methods on NYU-Depth-V2 dataset.

2D Texture features are obtained by a standard 2-CNN as ResNet-18. The 2D-3D Fusion stage exploits 3D geometric proximity to fuse both the 3D Geometric features and the 2D Texture features. As experiments demonstrate on SUN RGB-D and NYU-Depth-V2 dataset, the proposed method outperforms state-of-the-art results validating the effectiveness of the proposed layers and stages. One direction of the future work is to explore the possibility of transferring the knowledge obtained by a pre-trained 2D-CNN to the proposed MUNEGC network using translation.
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